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Propensity score methodology for 
confounding control in health care 
utilization databases
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Propensity score (PS) methodology is a common approach to control for confounding in non-
experimental studies of treatment effects using health care utilization databases. This methodology 
offers researchers many advantages compared with conventional multivariate models: it directly 
focuses on the determinants of treatment choice, facilitating the understanding of the clinical 
decision-making process by the researcher; it allows for graphical comparisons of the distribution of 
propensity scores and truncation of subjects without overlapping PS indicating a lack of equipoise; 
it allows transparent assessment of the confounder balance achieved by the PS at baseline; and it 
offers a straightforward approach to reduce the dimensionality of sometimes large arrays of potential 
confounders in utilization databases, directly addressing the “curse of dimensionality” in the 
context of rare events. This article provides an overview of the use of propensity score methodology 
for pharmacoepidemiologic research with large health care utilization databases, covering recent 
discussions on covariate selection, the role of automated techniques for addressing unmeasurable 
confounding via proxies, strategies to maximize clinical equipoise at baseline, and the potential of 
machine-learning algorithms for optimized propensity score estimation. The appendix discusses the 
available software packages for PS methodology. Propensity scores are a frequently used and versatile 
tool for transparent and comprehensive adjustment of confounding in pharmacoepidemiology with 
large health care databases.
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INTRODUCTION

Large health care utilization databases 
are frequently used to study the effect of 
therapeutics on health outcomes [1]. Health 

care utilization data (1) reflect routine practice, 
which allows for the evaluation of real-world 
effectiveness and safety in large populations 
that include patients often under-represented 
in or completely excluded from clinical trials 
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(e.g., the elderly, children, pregnant women); 
(2) are compiled in large enough bodies to 
make them useful in the study of rare events 
or newly marketed products; and (3) are 
readily available to researchers without the 
delays common to the collection of primary 
data [2, 3]. Despite their importance, studies of 
pharmacoepidemiologic claims data encounter 
specific issues that can compromise their 
validity. One of the principal threats to validity 
is confounding by indication [4], or drug 
channeling bias [5]. Physicians prescribe drug 
treatments in light of the diagnostic and 
prognostic information available at the time of 
prescribing. If predictors of patient outcomes 
are unevenly distributed among treatment 
groups, then failing to control for such factors 
will lead to confounding [6, 7]. Propensity score 
methodology is a suitable and commonly used 
analytical approach to control for confounding 
in database studies of treatment effects. 

This article provides an overview of 
the use of propensity score methodology 
for pharmacoepidemiologic research based on 
large health care utilization databases. We 
begin with a description of confounding bias in 
pharmacoepidemiologic research and introduce 
the main limitations of conventional multivariable 
outcome models; we provide definitions and 
properties of propensity scores and discuss 
the advantages in pharmacoepidemiologic 
research using large health care databases; 
we describe criteria for covariate selection 
and discuss the role of proxy adjustment and 
automated adjustment techniques and illustrate 
strategies to balance treatment groups by their 
estimated baseline propensity scores; finally, 
we discuss the available software packages for 
PS methodology.

Confounding by indication and limitations of 
conventional outcome regression models

Physicians prescribe drug treatments in 
light of both clinical and non-clinical information 
available when patients present. For example, 
a physician’s treatment choice will be driven 
by a specific diagnosis but may be also based 
on an evaluation of the patient’s health status 
and prognosis, the physician’s past experience 
with the medication, and an assessment of 
the patient’s physical and cognitive ability 
and willingness to take a medication as 

prescribed [8]. While underlying consistency 
in the selection of treatment is fundamental 
for an appropriate prescribing process, it 
also means that patients receiving a specific 
therapeutic regimen versus another will differ 
in underlying clinical characteristics. If these 
characteristics are also predictors of patient 
outcomes (e.g., patients who preferentially 
receive a treatment are also at a higher risk 
for the study outcome), then an unconfounded 
assessment of a medication’s effect on those 
outcomes will rely upon addressing the baseline 
differences between treated groups of patients 
that derive from the prescribing process [9]. 
This scenario is depicted in the directed acyclic 
graph (DAG) in Figure 1. 

The backdoor path between the treatment 
A and the outcome Y – any noncausal path 
between A and Y – is open through their 
common cause L, e.g., any baseline characteristic 
unevenly distributed between treatment groups 
that is also an independent risk factor for the 
disease outcome [10]. Causal inference involves 
the counterfactual comparison between the 
effect that treatment would have had on a 
patient and the effect that a different treatment 
would have had on the same patient at the 
same point in time. Randomization is a popular 
method to block all backdoor paths between 
treatment A and outcome Y, i.e., to control for 
confounding, because a random assignment of 
treatment is expected to produce groups that 
are comparable (exchangeable) with respect to 
(known and unknown) baseline characteristics 
[11]. This baseline comparability will allow the 
conclusion that any observed difference in the 
occurrence of outcomes during follow-up is due 
to the only characteristic that differs between 
the study groups by design, i.e., treatment. 

In an observational setting, this baseline 

FIGURE 1

StRUctURE oF conFoUndInG [11]

The backdoor path between treatment A and outcome Y is open 
through their common cause L, e.g., any baseline characteristic 
unevenly distributed between treatment groups that is also an 
independent risk factor for the disease outcome.
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comparability is achievable only if all 
potential confounding variables L, leading to 
the prescription of a treatment vs. another, 
are identified, measured, and adjusted for, 
i.e., if the assumption of no unmeasured 
confounding is met. Under this assumption and 
the absence of other biases, causal statements 
can be drawn from observational data using 
multivariable modeling. Outcome regression 
models, however, do not explicitly examine the 
association between the factors entering into the 
prescribing decision and the treatment under 
study, and are constrained by the possibility 
that only a limited number of covariates can 
be accounted for per outcome [12]. This latter 
aspect is particularly in conflict with the 
common setting in pharmacoepidemiologic 
research of relatively few outcomes and the 
many potential covariates that may explain the 
prescribing process.

Propensity score definition and advantages in 
pharmacoepidemiologic research with large 
health care databases

An exposure propensity score is the 
estimated probability (propensity) of receiving 
treatment based on the measured covariates 
included in the propensity score model [13]. If A 
is an indicator for the exposure of interest, A=1 
if a subject initiates a treatment, A=0 if a subject 
initiates another treatment, and L is a vector of 
potential determinants of treatment, then the 
propensity score is the conditional probability 
of receiving treatment given the covariates; 
that is, PS = Pr[A=1|L]. The propensity score 
is usually estimated by logistic regression of 
treatment, such as:

Logit (A = 1) = b0 + b1 (L1) + b2 (L2) + bn (Ln)

However, other approaches are possible, 
including discriminant function analysis, 
classification and regression trees, or neural 
networks [14, 15]. 

Each patient is assigned an estimated 
probability of exposure ranging from 0 to 1, which 
can be viewed as a summary score that reflects the 
likelihood of being prescribed a given treatment, 
given all observable characteristics. Individuals 
with similar estimated propensity scores will 
have, on average, similar chances of receiving 
that treatment and overall a similar covariate 

distribution, although they may have different 
patterns of covariates at an individual level.

The propensity score can be used to 
reduce confounding via matching, stratification, 
regression adjustment, or any combination of 
these strategies [16]. 

Propensity score methodology offers some 
clear advantages in pharmacoepidemiologic 
research. (1) It focuses directly on the 
determinants of treatment, encouraging the 
researcher to explore the factors that predict 
treatment in more detail than would be the 
case for conventional multivariate models. An 
improved understanding of such factors and 
their inclusion in propensity score models 
may improve control of confounding. (2) 
It allows for the graphical comparison of 
the distribution of propensity scores for 
exposed and unexposed subjects and for the 
identification of areas of non-overlap. Patients 
with contraindications to use of a drug (or 
those with absolute indications) may have no 
comparable exposed subjects (or unexposed 
subjects) for valid exposure effect estimation. 
These subjects are not comparable and should 
not be considered for analysis. In contrast, 
parametric outcome models extrapolate into 
this parameter space, making unsupported 
assumptions. (3) Moreover, the propensity score 
offers a straightforward approach to reduce 
the dimensionality of the array of important 
confounders, directly addressing the “curse of 
dimensionality” issue [14]. This is particularly 
relevant in the evaluations of therapeutics, 
where we often deal with frequent exposure 
and rare outcomes [17].

By estimating the PS and analyzing the 
data within homogeneous levels of PS (e.g., 
stratification or matching on the propensity 
score), we can achieve a better balance of 
measured covariates between exposed and 
unexposed subjects than would be possible 
under randomized treatment assignment 
[18]. However, because propensity scores are 
conditional on measured covariates only, they 
might not control for unmeasured or imperfectly 
measured variables. Thus, unmeasured 
confounding bias cannot be excluded [2].

Criteria for covariate selection 

A critical challenge for researchers using 
propensity score methodology is how to 
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identify the relevant variables to be included in 
the propensity score model. 

In general, any variable L that is thought 
to be a common cause of an exposure A 
and an outcome Y should be included in the 
propensity score model (Figure 1). In addition 
to this general rule, Rubin has recommended 
that all variables related to the outcome should 
be included in the propensity score model 
regardless of their association with exposure [19], 
a recommendation supported by subsequent 
simulations showing that the inclusion of these 
covariates decreases the variance of an estimated 
exposure effect [20]. These simulations and 
further work have also shown that variables 
associated with the exposure but not with 
the outcome (i.e., instrumental variables or 
IVs), should not be included in the propensity 
score model, as they increase the variance of 
exposure effect estimates and, when unmeasured 
confounders are present, may also increase bias 
compared with the crude estimate, i.e., Z-bias 
[20, 21]. In practice it is usually impossible 
to decide with certainty whether a variable 
is an IV or a confounder. In such cases it is 
recommended to adjust for the covariate instead 
of leaving it out [21].

Model specification is primarily guided 
by subject matter knowledge (e.g., a detailed 
understanding of how a particular drug treatment 
is assigned to patients with varying levels of 
outcome risk at baseline) and commonly relies 
on the identification of an a priori set of baseline 
risk factors to be included in the propensity 
score model. These covariates typically include 
demographic characteristics (age, gender, and 
race) calendar time, history of major medical 
conditions, measures of overall comorbidity [22-
24], history of specific medication use, history 
of acute care hospitalizations, and measures 
of health care system use – such as number 
of hospitalization, physician’s visits, and drugs 
dispensed over a given period of time before 
treatment initiation [25].

However, in practice a detailed 
understanding of how a particular drug 
treatment is assigned to patients is not always 
explicitly understood, and the available 
subject-matter knowledge is often inadequate 
to specify with any degree of certainty the 
complex causal connections between variables 
that determine exposure or outcome. This 
problem is exacerbated in the setting of large 
health care utilization databases, in which 

many variables are not directly measured (e.g., 
clinical disease severity, laboratory results, 
functional status, body mass index, smoking 
status, and over-the-counter medication use) 
and the meaning of diagnosis codes is not 
always clear [8]. Unknown, unmeasured, or 
residual confounding U variables (Figure 2) 
might limit the role of causal graph theory in 
understanding and describing potential bias.

Proxy adjustment and automated techniques for 
variable selection

Longitudinal health claims data provide 
a rich source of information about patient 
health status and confounding beyond what 
is normally used in pharmacoepidemiologic 
research, and it has been suggested that they 
could be utilized as sources of proxies that 
indirectly describe the health status of patients. 
For example, Schneeweiss et al. [26] argue 
that the health status of a patient can be (a) 
assessed through the dispensing of a drug 
that was (b) prescribed by a physician who 
made a diagnosis in a (c) patient who came 
forward for medical care and (d) presented 
certain symptoms. Such a set of proxies can be 
influenced by many factors (e.g., access to care 
[27], severity of the condition, diagnostic ability 
of the physician, preference for one drug over 
another [28], the patient’s ability to pay the 
medication co-payment [29], and the accurate 
recording of the dispensed medication), which 
are not directly observable in claims data. 

In such a context, it may be argued that some 
recorded variables (e.g., patient characteristics, 
medical diagnoses, drug use, etc.) may function 
as sufficient proxies for unmeasured variables, 
and may be used to adjust for confounding. 
For example, old age serves as a proxy for 
comorbidity, frailty, cognitive decline, and many 

FIGURE 2

StRUctURE oF conFoUndInG In thE pRESEncE
oF UnmEaSUREd conFoUndInG

The backdoor path between treatment A and outcome Y is open 
through their common causes U

1
 and U

2
, i.e., any unobservable baseline 

characteristic unevenly distributed between treatment groups. 
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other factors to the extent it is correlated with 
these factors (Figure 3). 

It has been suggested that adjusting for 
a perfect surrogate of an unmeasured factor 
is equivalent to adjusting for the factor itself 
[30], and that the degree to which a surrogate 
is related to an unobserved or imperfectly 
observed confounder is proportional to the 
degree to which adjustment can be achieved 
[31, 32]. Thus, a sufficiently large set of 
measured proxy covariates would likely be a 
good overall proxy for relevant unobserved 
confounding factors. The challenge is how to 
empirically identify these proxies out of the 
thousands of variables available in large health 
claims databases. 

In such a context, an automated technique 
that assesses thousands of diagnoses, 
procedures, and drug treatment codes plus 
their clustering in time out of the high-
dimensional variable space in longitudinal 
health care utilization databases can be 
helpful in identifying potential confounders or 
proxies for confounders [26]. These empirically 
identified covariates can then be used in 
addition to or in place of investigator-selected 
variables to estimate a PS.

Overview of the high-dimensional propensity 
score algorithm for variable selection

The high-dimensional propensity score (hd-
PS) algorithm grounds on automated technique 
that examines thousands of covariates among 
different claims data dimensions in the study 
population. Each dimension describes an aspect of 

care and has different information content, such as 
recorded diagnoses in hospitals versus outpatient, 
performed procedures, and dispensed drugs. For 
each dimension, the top n most prevalent codes 
are identified and classified into three levels of 
within-patient frequency of occurrence during the 
baseline period: code occurred ≥ 1 times (once), ≥ 
median number of times the code was observed 
for the cohort (sporadic), and ≥ 75th percentile 
number of times the code was observed for the 
cohort (frequent). A code classified as frequent 
would have a “true” value for all three levels 
of frequency of occurrence. These codes are 
subsequently transformed into binary covariates 
and then individually assessed for selection 
into a propensity score. For example, with 
five dimensions (hospital diagnoses, hospital 
procedures, doctor’s office diagnoses, doctor’s 
office procedures, and pharmacy prescription 
fills), the 200 most prevalent codes from each 
dimension (n=200), and three levels of within-
patient frequency of occurrence of each code 
(once, sporadic, or frequent), there are up to 3 
000 possible indicator variables that could be 
added to a propensity score. By default, the 
hd-PS algorithm then prioritizes each of these 
variables by its potential to bias the exposure-
outcome relationship under study (“bias” ranking 
criterion) on the basis of the formula by Bross [33] 
and includes the top k=500 of these covariates in 
a propensity score. Other methods for selecting 
variables have also been developed [34]. In 
situations with few exposed outcomes, the top 
k variables may be selected on the basis of 
the empirical confounder-exposure association 
(“exposure-only” ranking criterion); in situations 
of frequent outcomes, selection may consider 
the confounder-outcome association (“outcome-
only” ranking criterion) resembling a disease 
risk score [35]. The issue of few exposed cases 
can be addressed by zero-cell correction for 
the covariate-exposure and covariate-outcome 
associations, although small numbers of exposed 
subjects remain challenging [36].

This algorithm will not only empirically 
identify most of the investigator pre-defined 
covariate codes but will also identify additional 
potential confounders. These covariates are 
hoped to be proxies for constructs that are 
difficult to measure in claims data or are factors 
that the investigators did not consider and 
together have been shown to improve adjustment 
for confounding in several example studies [37]. 
The hd-PS algorithm and its associated Statistical 

FIGURE 3

thE mEchanISm oF pRoxIES to adjUSt FoR 
UnmEaSUREd conFoUndInG In hEalth

caRE claImS data

Measured confounders such as Age may serve as proxies for 
unmeasured confounders (U), e.g. frailty. 
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Analysis System (SAS) code are available at 
www.hdpharmacoepi.org [34].

Achieving clinical equipoise at baseline with 
estimated propensity scores

As with RCTs, clinical equipoise, i.e., 
equivalence of patients at baseline, is desirable 
in observational studies. Plotting and comparing 
the distribution of estimated propensity scores for 
exposed and unexposed subjects can be informative 
in assessing clinical equipoise at baseline and 
should be standard practice in database analyses 
using propensity score methodology (Figure 4) [38].

The amount of non-overlap of these two 
curves on the extreme ends of the distribution 
identifies (1) patients who have a very low 
probability of treatment and are never treated, 
e.g. patients with important contraindications, 
and (2) patients who have a very high probability 
of treatment and are always treated, e.g., patients 
with absolute indications. These patients are not 
equally plausible candidates for the treatment 
under study, i.e., because there is no clinical 
equipoise, it is questionable whether these 
patients should be included in an analysis [2]. 

Conversely, the area of overlap will identify 

patients who have comparable propensity 
scores among treated and untreated subjects, 
and are therefore better candidates for inclusion 
in a comparative analysis.

In this regard, a very high C-statistic generated 
by the propensity score model indicates small 
overlap in the distribution of propensity scores 
between treatment groups due to limited clinical 
equipoise in the population, making comparisons 
between treatment groups that do overlap (and 
are comparable) less precise (Figure 5) [39]. 

The estimated propensity score can be 
used to reduce confounding via matching, 
stratification, weighting or regression 
adjustment. However, matching or stratification 
with trimming, which exclude subjects with 
more extreme propensity score values, will 
guarantee equipoise between treatment groups 
more often than inclusion of a propensity score 
in a multivariate regression model. Matching 
and stratification on the propensity score will 
be further discussed in the next sections. 

Matching on propensity score

Matching on the propensity score entails 
forming matched sets of treated and untreated 

FIGURE 4

dIStRIbUtIon oF EStImatEd pRopEnSIty ScoRES FoR tREatEd and UntREatEd SUbjEctS

N of subjects

Never treated

0

0

Exposure propensity score

Treated subjects

Untreated subjects

Adapted from Stürmer T, et al. [38]

Always treated

0,5 1
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subjects who have a similar probability of 
receiving treatment [40] (Figure 6). 

After matching, the treated and untreated 
groups tend to have, on average, the same 
distribution of observed baseline covariates 
that were considered in the propensity score 
model. The most common implementation of 

propensity score matching is pair matching or 
1:1 matching, in which matched pairs of treated 
and untreated subjects are formed. 

Once matched pairs have been identified, 
matched treated and untreated subjects can 
easily be compared by calculating crude relative 
risks or relative differences, which will provide 

10 00,5 0,5

Exposure propensity score

Treated subjects

Untreated subjects

Treated subjects

Untreated subjects

Before matching After matching

Exposure propensity score

1 1

Never treated

FIGURE 6

pRopEnSIty ScoRE matchInG pRocESS

N of subjects N of subjects

0 0

Never treated Always treated Always treated

Adapted from Schneeweiss S. [39]

FIGURE 5

dIStRIbUtIon oF EStImatEd pRopEnSIty ScoRES FoR tREatEd and UntREatEd SUbjEctS wIth mInoR ovERlap

N of subjects

0

0 10.5

Exposure propensity score
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estimates of the average treatment effect in the 
treated subjects. 

When feasible, matching on the propensity 
score offers investigators several advantages. 
Close matching of subjects across exposure 
groups on a propensity score ensures almost 
perfect overlap in the propensity score 
distributions after matching. This is because 
matching excludes all subjects falling in the 
non-overlapping ranges of the score, i.e., those 
with no comparable controls. In this regard, 
the matching process serves a function similar 
to propensity score trimming and improves 
the validity of the estimates [41, 42]. In 
addition, matching on PS offers investigators 
the ability to balance treatment groups across 
all potential confounders and to inspect the 
achieved balance across measured covariates, 
by comparing these variables before and 
after matching in a similar manner to the 
comparison of randomized treatment groups 
from a randomized clinical trial. This can be 
done graphically or by comparing differences 
between groups [40, 43].

One limitation of matching is that not all 
subjects will be matched. We have already 
mentioned that in order to achieve high 
validity, it may be necessary to exclude exposed 
subjects for whom no comparable subjects are 
found in the referent group. However, in 1:1 
matching of few exposed and many unexposed 
subjects, many unexposed subjects may remain 
unmatched and excluded from the analysis, 
yielding less precise estimates [14]. Variable ratio 
matching can improve precision, although it has 
been observed that strong asymmetry in the size 
of the treatment groups may be required for 
meaningful improvements in precision [44].

Matching algorithms

Pair matching or 1:1 matching is commonly 
performed without replacement, in which an 
untreated subject who has been matched with 
a treated subject is no longer available for 
consideration as a potential match for other 
treated subjects. As a result, each untreated 
subject is included in at most one matched set. 
In contrast, matching with replacement allows a 
given untreated subject to be included in more 
than one matched set. When matching with 
replacement is used, variance estimation must 
account for the fact that the same untreated 

subject may be in multiple matched sets [45, 
46]. Commonly used matching algorithms for 
1:1 matching are greedy matching and nearest 
neighbor matching [47]. With greedy matching 
[48], a random treated subject and the nearest 
untreated subject are selected for matching. The 
untreated subject is selected even if it would 
better serve as a match for a subsequent treated 
subject. With nearest-neighbor matching [49], 
pairs of treated and untreated subjects are formed 
to minimize the total within-pair differences 
in the propensity score. The use of nearest-
neighbor matching has been partly limited 
due to high computational intensity. However, 
Rassen et al. have shown that a variation of 
the nearest-neighbor matching algorithm, the 
pairwise nearest-neighbor matching algorithm, 
is computationally fast and provides better 
balance among treatment groups [42]. Additional 
information can be found in the Appendix.

One-to-many (1:n) matching 

One-to-many matching is an extension 
of 1:1 matching in which a treated subject is 
matched to n untreated subjects, with either a 
fixed or variable ratio.

Matching at ratios of 1:n aims to increase 
the number of untreated subjects included in 
the analysis, limiting the loss of information 
characteristic of 1:1 matching and augmenting 
the precision of the estimated exposure effect. 

Fixed ratio matching is not optimal, since it 
does not account for the fact that some treated 
individuals may have many close matches while 
others have very few. Ming and Rosenbaum 
[50] proposed a form of ratio matching that 
allows for a variable number of untreated 
subjects to be matched to each treated subject. 
They also found that matching with a variable 
number of controls reduced bias as compared 
with fixed ratio matching. More recently it has 
been shown that augmenting the number of 
untreated subjects matched to each treated 
subject increased the bias in the estimated 
treatment effect, arguably because matches 
subsequent to the first will lead to lower quality 
matches [51]. However, further simulations 
found that increasing the match ratio beyond 
1:1 increased precision in cohort studies at a 
small cost in bias [42].

Full matching or many-to-many matching, 
i.e., forming matched sets consisting of either 
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one treated subject and at least one untreated 
subject or one untreated subject and at least one 
treated subject, has also been proposed [52-54].

A difficulty in using one-to-many or many-
to-many matching is that because of the differing 
numbers of patients in each matched set, a simple 
“Table 1” of a variable ratio matched cohort 
will not show how well baseline covariates are 
balanced, and diagnostics for assessing such 
a balance are less well-developed than in the 
setting of 1-1 matching. Weighting each patient’s 
characteristics by matched set size has been 
proposed [55]; this method will describe balance 
but will lack transparency compared to 1:1 
matching. Presenting a Table 1 with each matched 
set’s single best match (1:1 “best matches”) or a 
hybrid approach, with both the 1:1 “best matches” 
displayed alongside a weighted population, have 
also been suggested [42].

Three-way matching

Pharmacoepidemiological studies 
generally assess the relative benefits and risks 
of one medication versus another. However, 
for many medical conditions, three or more 
appropriate treatment choices may be available. 
As traditionally defined, propensity scores 
predict patients’ probabilities of receiving one 
treatment versus a single alternative. Imbens 
suggests computing the conditional probability 
of receiving a particular level of the treatment 
given baseline covariates, i.e., the generalized 
propensity score, to account for multiple levels 
of treatment [56]. However, the same author also 
notes that matching approaches are probably 
less suited to multiple levels of treatment than 
other propensity score adjustment methods. 
Rassen et al. have recently developed an 
algorithm for simultaneously matching groups 
of three patients on propensity score, in 
a three-way matching approach [44]. This 
algorithm creates cohorts of exchangeable 
patients among whom the comparative effects 
of three exposure groups could be studied. 
Revised software for handling more than three 
study groups is currently in preparation.

Stratification on the propensity score after trimming

Stratification is frequently used to control 
for confounding in epidemiologic research 

and involves grouping subjects into mutually 
exclusive strata that are determined on the 
basis of the propensity score. A common 
approach is to define the strata using specified 
percentiles of the propensity score distribution. 
Within each stratum, treated and untreated 
subjects will have roughly similar propensity 
scores. Therefore, if the propensity score has 
been correctly specified, the distribution of 
measured baseline covariates will be similar 
between treated and untreated subjects within 
the same stratum [45]. The researcher will have 
to decide how many strata should be used in the 
analysis. Based on Cochran’s [57] observation 
that a stratified analysis with five strata is 
sufficient to remove at least 90% of the bias for 
most continuous distributions, Rosenbaum and 
Rubin [58] proposed stratifying the propensity 
score into quintiles. It has been suggested that 
increasing the number of strata improves bias 
reduction until matching is reached, although 
the marginal reduction in bias decreases as the 
number of strata increases [57, 59].

Within each stratum, the effect of treatment 
on outcomes can be estimated by directly 
comparing treated and untreated subjects. The 
stratum-specific estimates of treatment effect 
can then be pooled across strata to estimate the 
overall average treatment effect [58], which is 
a weighted average with weights equal to the 
proportion of individuals within that stratum.

Stratification on the propensity score offers 
several advantages. Stratified analyses based on 
the propensity score are transparent, as within-
stratum balance can be readily assessed [44] and 
treated, and untreated subjects in each stratum 
can be directly compared using simple methods. 
Stratification allows for an explicit evaluation 
of potential for effect measure modification 
(i.e., effect modification by propensity score) 
by comparing the individual stratum-specific 
effect estimates before estimating the overall 
treatment effect. Finally, in contrast to matching, 
all study participants can be used to estimate 
the treatment effect, thereby limiting the loss 
of information characteristic of propensity 
score matching. However, the inclusion of all 
subjects might introduce bias due to inclusion 
of individuals with a propensity score outside 
the overlapping range of scores among treated 
and untreated, i.e., patients who are never 
or always treated (Figure 4). These extreme 
observations may be overly influential and 
problematic in estimating the effect of treatment 
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because of minimal covariate overlap between 
exposed and unexposed subjects [14].

This bias may be reduced by truncating 
the data in the tails of the distribution, i.e., 
excluding unexposed patients with a propensity 
score lower than the lowest propensity score 
observed in exposed patients and vice versa, 
or symmetrically trimming according to the 
extreme X% of the propensity score distribution 
in the overall population (e.g., exclusion of the 
extreme 2.5% in both the tails of the propensity 
score distribution) (Figure 7).

Trimming with asymmetric range restriction

Trimming with asymmetric range restriction 
is an extension of trimming the non-overlapping 
regions of the propensity score distribution. It 
entails trimming asymmetrically according to 
the percentile of the propensity score in treated 
patients at the lower end and in untreated 
patients at the upper end (e.g., excluding the 
5th and 95th percentiles of the PS distribution in 
the treated and untreated patients, respectively). 
Thus, asymmetric trimming will also exclude 
patients who were treated or untreated most 
contrary to prediction (Figure 8). 

Sturmer et al. [41] hypothesize that 
unmeasured confounding such as frailty may 
be at the root of prescribing patterns contrary 
to prediction (“treatment withheld” or “last 
resort”) and may explain the treatment effect 
heterogeneity observed in epidemiologic 

studies addressing elderly populations [60, 61]. 
The authors show that under the assumption of 
unmeasured confounding driving prescribing 
patterns contrary to prediction, increasing 
asymmetric PS trimming may increase the 
validity of the treatment effect estimates. 

Algorithmic approaches

With the increasing availability of high-
dimensional data to researchers, machine 
learning procedures are becoming object of 
increasing interest as tools to efficiently identify 
optimal methods for confounding adjustment 
[62]. Examples of algorithms for improved 
variable selection for predicting exposure 
and outcomes risk beyond standard logistic 
regression include random forest, [63] neural 
networks, [64, 65], lasso regression [66], and 
many more. Few studies have examined 
the performance of these methods for the 
estimation of propensity scores [15, 67]. 

Despite the wide range of estimating 
algorithms available, it has been argued that in 
practice the estimation of outcome regressions 
or propensity scores frequently uses parametric 
estimators like logistic regression, which are 
often misspecified and therefore may lead to 
biased treatment effect estimates [68]. Van 
der Laan et al. have proposed a data adaptive 
algorithm, the super-learner algorithm, 
for optimizing the prediction of treatment 
choice and endpoints [69, 70]. The super-

FIGURE 7
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learner algorithm combines several estimating 
algorithms and chooses the best combination 
using cross validation. It is claimed to perform 
at least as well as the best single candidate 
algorithm [69]. This machine-learning approach 
allows the researcher to assess many candidate 
estimating algorithms – ranging from machine-
learning algorithms to parametric estimators 
proposed by subject matter experts – prior to 
looking at the data, without having to choose 
only one prediction that may not perform well 
in a particular application. The super-learning 
methodology may be coupled with targeted 
maximum likelihood estimation (TMLE) or 
collaborative TMLE (CTMLE), a doubly robust 
(DR) estimator that combine estimators of the 
outcome regression and the propensity score 
and maximize the precision of a selected target 
parameter, e.g., the relative risk of the drug 
outcome association [69].

CONCLUSIONS

The propensity score is an increasingly 
common methodology to control for confounding 
in observational studies using large health 
care utilization databases. Specific features 
make this methodology particularly suitable 

for epidemiological research of treatment 
effects. Propensity scores address directly the 
determinants of treatment, “forcing” researchers 
to think through the clinical decision-making 
process and the potential sources of confounding 
of the exposure-outcome association; allow 
for the straightforward examination of PS 
distributions and the easy assessment of 
the confounder balance at baseline; and are 
particularly useful in situations of frequent 
exposure and rare outcomes. Proxy adjustment 
and automated techniques for variable 
selection assist the researcher in addressing 
and limiting unmeasurable confounding in 
the context of high-dimensional data. Ad hoc 
matching algorithms and truncation of subjects 
without overlapping PS distributions maximize 
clinical equipoise at baseline and guarantee 
less biased contrasts among more comparable 
treatment groups. Machine-learning algorithms 
are currently in development to optimize 
propensity score estimation. 

Propensity scores are a versatile tool 
for transparent and extensive confounding 
adjustment in pharmacoepidemiological 
research using large health care databases. 
Such distinctive characteristics will continue 
to encourage further research and novel 
applications in the context of this methodology.

PS

PS, propensity score

From Stürmer T, et al. [41]
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appEndIx

avaIlablE StatIStIcal packaGES FoR pRopEnSIty ScoRE mEthodoloGy

Due to the spread of PS methodologies in medical and epidemiological research, many software applications have been 
developed for their implementation. The majority of the available tools are written for Stata, SAS, and R [71-73]. Several 
authors illustrated their programs using data from LaLonde [74], and Dehejia and Wahba [75]. Main programs reviews 
can be found in Stuart [76] and Yang et al. [77]. 

PS estimation and balance checking. When implementing PS analyses, the researcher must first identify the set of 
variables to estimate the PS. Variable selection is usually based on a priori knowledge on the relationships between 
covariates and both the outcome and the treatment variables [20]. Rassen et al. developed a toolbox for SAS and R 
that implements automatic variable selection to estimate high-dimensional PS [34]. This tool is based on algorithms 
proposed by Schneeweiss et al. [26] and is particularly useful when dealing with large healthcare utilization databases 
[36]. After variable selection the researcher estimates the PS and verifies the balance of baseline characteristics across 
treatment groups. When the treatment is dichotomous, propensity scores are usually estimated through standard 
logistic regression. The code for PS estimation using SAS can be found in Leslie and Thiebaud [78] and in Kleinman and 
Horton [79]. 
Advanced applications that automatically estimate the PS and check the balance at baseline are also available. Becker 
and Ichino developed the program pscore.ado in Stata, which estimates the PS via a logit (or probit) procedure and 
checks the balancing property through an iterative algorithm [80]. First, PS quantiles are used to stratify subjects 
in blocks with equal average PS among treated subjects and controls. Second, t-tests are used to assess the equality 
of means of each covariate in treated and controls within each block. Balance checking is not carried out for higher 
moments of the covariate distribution. If the test rejects the balancing hypothesis, the user has to specify a less 
parsimonious PS model by adding squared terms and two-way interactions of covariates that were not balanced. A 
common support option is available when estimating the PS.
More advanced PS diagnostic tools are available in the PSAgraphics package for R, developed by Helmreich and Pruzek 
[81]. This package offers a wide variety of numerical and graphical tools to assess the balance for both categorical 
and continuous covariates in PS-based strata. For categorical covariates, the programs provide Fisher’s exact test and 
display bars showing the proportion of subjects in different covariate-levels. For continuous covariates, it is possible to 
display pairs of box-plots for treated and control groups, and to check the equality of covariate distributions through the 
Kolmogorov-Smirnov statistic.
PS can be also estimated using models other than standard logistic regression. Non-parametric estimation techniques 
can be implemented using the Twang package for R which enables the user to estimate the PS via generalized boosted 
regression [82]. The iterative estimating process ends when the stopping rule (based on the Kolmogorov-Smirnov 
statistic or on the absolute standardized bias) is satisfied. For more details on underlying theoretical issues, see 
McCaffrey et al. [83]. In settings where multiple treatments are considered, multiple propensity scores can be estimated 
using the Twang package through the R function mnps (multinomial propensity score).

Implementation of PS-based techniques. After propensity scores are estimated, the researcher must choose the 
effect measure of interest. The most common effect measures are the average treatment effect (ATE) and the average 
treatment effect on the treated (ATT). ATE estimates the average difference in the outcomes comparing the setting in 
which everyone was treated to the setting in which no one was treated. ATT quantifies instead the average difference 
in the outcomes if everyone in the sample who was treated had been untreated. An analogous definition can be given 
for the average effect on the untreated (ATU) [84]. Many computing tools are available to integrate PS with matching, 
weighting, and stratification. There are no automatic procedures that implement regression using the PS as covariate, 
but examples of code for SAS and R can be found in Kleinman and Horton [79]. 
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appEndIx (contInUEd)

avaIlablE StatIStIcal packaGES FoR pRopEnSIty ScoRE mEthodoloGy

Matching. As described in the manuscript, matching is the most popular PS-based method. Thus, the majority of 
programs developed for PS analysis implement matching techniques. Though different matching algorithms have been 
proposed in the literature, greedy nearest-neighbor matching is the simplest and most common. Many variants of this 
procedure are available: with caliper, with replacement of control units, with many controls for each treated subject, and 
with variable ratio matching. Radius, kernel, local linear regression, and spline matching are other common algorithms. 
As an alternative, optimal matching was proposed by Rosembaum to obtain the matching configuration which minimizes 
the within-pair PS distance [47]. Some reviews of the main matching algorithms can be found in Stuart [76] and in 
Caliendo and Kopeinig [85]. 
Many macros that implement nearest-neighbor matching are available in SAS: Parsons and Coca-Perraillon developed, 
respectively, the %OneToManyMTCH and the %PSMatching macros, which allow greedy 1:n matching [86,87], Feng 
et al. developed the macro %match, which combines PS and Mahalanobis metric distance matching [88]. Kosanke 
and Bergstralh provided routines for the implementation of optimal matching with variable ratio [89]. The SAS toolkit 
developed by Rassen et al. includes software to implement different types of matching algorithms, including optimal 
1:n matching with variable ratio [42]. Moreover, when three treatments need to be compared, the toolkit enables the 
researcher to perform 1:1:1 matching. Theoretical details can be found in Rassen et al. [44].
In Stata, Becker and Ichino developed the programs attnd.ado and attnw.ado for nearest-neighbor matching, attr.ado 
for radius matching and attk.ado for kernel matching [80]. These programs estimate ATT. Standard errors for these 
estimators can be obtained analytically (only for nearest neighbor and radius matching) or by bootstrapping. Note that 
if the user specifies a set of variables to estimate the PS, then bootstrap standard errors will encompass the variability 
due to the PS estimation process. In Stata also, Leuven and Sianesi developed the program psmatch2.ado to implement 
1:n nearest-neighbor, radius, kernel, spline, and local linear regression matching [90]. This macro allows to estimate ATE, 
ATT, and ATU. In addition, it allows estimating the PS through a logistic model, but the user can specify a pre-computed 
score. Common support and trimming options are available. This macro includes psgraph.ado, which is used to display 
the PS distribution in treated and control groups and pstest.ado, which provides an assessment of the PS balancing 
property in the matched cohorts by computing t-tests, standardized bias, and other balance indexes before and after the 
matching procedure.
In R, Ho et al. developed the package MatchIt, which implements different types of matching algorithms (nearest-
neighbor, optimal, full, and genetic) and offers several advanced numerical diagnostic indexes as alternatives to the 
traditional two-sample t-tests. Graphical tools for the assessment of achieved balance in the matched groups are also 
available [91]. A sophisticated procedure based on genetic algorithms was developed by Sekhon to achieve optimal 
balance in the matched cohorts. This algorithm is implemented in the R package Matching, which also provides many 
different indexes and statistics to assess balance degree [92]. 

Weighting. PS weighting can be implemented after PS estimation. Examples of code for SAS can be found in Leslie and 
Thiebaud [78]. The R package Twang performs weighting to estimate both ATT and ATE. The program displays tables and 
different types of plots to assess whether the weighting procedure was successful in balancing pre-treatment covariates 
in treatment and control groups.

Stratification. PS stratification can be implemented in Stata through the program atts.ado [80]. This procedure estimates 
ATT as a weighted average of stratum-specific effects. Standard errors can be computed either analytically or by 
bootstrapping. In R, PS stratification can be implemented through the MatchIt package [91]. This command performs 
stratification based on PS and allows an overall estimation of the ATE across strata. Balance checking within stratum 
is assessed for mean, squares, and two-way interactions of the covariates used to estimate PS. Balance can also be 
checked through graphical tools. Moreover, stratification can be used in conjunction with nearest-neighbor matching: 
in this case, nearest-neighbor matches are grouped in PS-based strata. Kleinman and Horton gave an example of the 
application of PS stratification in SAS and in R [79].
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