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ABSTRACT 

Background: Various artificial intelligence systems are available for diagnosing breast cancer based on 
histopathological images. Assessing the performance of existing methodologies for breast cancer diagnosis is vital.
Methods: The SCOPUS database has been searched for studies up to December 15, 2018. We extracted the data, 
including "true positive," "true negative," "false positive," and "false negative". The pooled sensitivity, pooled specificity, 
positive likelihood ratio, negative likelihood ratio, diagnostic odds ratio, area under the curve of summary receiver 
operating characteristic curve were useful in assessing the diagnostic accuracy. Egger's test, Deeks' funnel plot, SVE 
(Smoothed Variance regression model based on Egger’s test), SVT (Smoothed Variance regression model based on 
Thompson’s method), and trim and fill methodologies were essential tests for publication bias identification. 
Results: Three studies with eight approaches from thirty-seven articles were found eligible for further analysis. A 
sensitivity of 0.95, a specificity of 0.78, a PLR of 7525, an NLR of 0.06, a DOR of 88.15, and an AUC of 0.953 
showed high significant heterogeneity; however, the reason was not the threshold effect. The publication bias was 
detected by SVE, SVT, and trim and fill analysis. 
Conclusion: The artificial intelligent (AI) systems play a pivotal role in the diagnosis of breast cancer using 
histopathological cell images and are important decision-makers for pathologists. The analyses revealed that the 
overall accuracy of AI systems is promising for breast cancer; however, the pooled specificity is lower than pooled 
sensitivity. Moreover, the approval of the results awaits conducting randomized clinical trials with sufficient data.
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INTRODUCTION

According to the report announced by World Health 
Organization (WHO) on 12 September 2018, one 
of the most common cancers ranked after lung cancer 
is breast cancer, impacting almost the same number of 
patients (2.1 million cases) in 2018 (4). And, the most 
recent estimate revealed that breast cancer would be 
the cause of death among women by 627,000 in the 
current year (4). Despite the gradually increasing trend of 
diagnosed cases annually, early diagnosis and screening 
are of ”first-must-to-do” strategies. Generally, cancers 
are the outcome of the transformation of healthy cells 
to malignant cells developing through pre-cancerous to 
cancerous multi-stages (5-7). For this purpose, several 
methodologies and approaches, whether they are using 
clinical or computational methods, have been taken into 
the researchers’ consideration.  Among those, the current 
study has focused on the machine learning approaches, 
mathematical models trained and tested/validated on  
training and validating datasets, for classification of the 
stages of breast cancer based on the features derived from 
analyzing the histopathological images.

An artificial intelligence decision system works such 
as the brain of a clinician or professional medical doctor 
whose prognosis or diagnosis approach employs the 
symptoms or properties known for the disease, particularly 
breast cancer.  When the histopathology cell images are 
obtained from several specific patients, some essential 
features will be derived using advanced image processing 
algorithms (8-12). Then, the extracted features will be 
used for training the artificial intelligence system, that may 
include globally well-known algorithms such as artificial 
neural networks (ANNs) (13, 14), support vector machines 
(SVMs) (15, 16), and random forest (RF) (17, 18). These 
algorithms may then be optimized further using genetic 
algorithm (GA) (19-22), ant colony optimization (ACO) 
(23-25), and particle swarm optimization (PSO) (26-30).

Although there are many types of research carried out 
in this field; however, due to the lack of publicly available 
developed methodologies and their datasets, no critical 
assessments can be done regarding their performance.  Many 
studies proposed several types of non-linear models using 
histopathological cell images (31-33), immunohistochemistry 
images (34-36), sonography and ultrasound images (37, 
38), and different levels of gene expressions (39, 40).

Therefore, we designed the present study to determine 
the overall diagnostic accuracy of artificial intelligence 
systems that make a decision based on histopathology 
cell images for diagnosing breast cancer. Besides, the 
developed meta-analysis in-home tool which is available 
upon request, five tests were also developed to assess the 
publication bias within studies, namely Meta-MUMS DTA. 

MATERIALS AND METHODS

Search strategy and study selection

In this study, we used (PICO) model (i.e., the patient 
problem (or population), intervention, comparison or 
control, and outcome) to define a well-focused question of 
research (1, 2). Where “P” refers to breast cancer disease, 
“I” refers to obtained histopathological cell images, “C” 
refers to several machine learning algorithms used to 
compare diagnosing outcomes with those of pathologists 
as the gold standard, and “O” refers to the performance 
results of the artificial intelligence systems including "true 
positive," "true negative," "false positive," and "false 
negative" assessment values.

To perform a rigorous systematic search that the 
most relevant evidence answering the research question 
could be extracted, the SCOPUS database was 
selected, and the following Boolean query was used 
up to December 15, 2018. The SCOPUS database 
demonstrated a comprehensive indexing sever that (i) 
covered 100% of MEDLINE coverage, 100% of EMBASE 
coverage, and 100% of Compendex coverage (3); (ii) 
included all of the engineering terms (e.g., individually, 
artificial intelligence systems), and (iii) was searchable 
with article types to omit the non-peer-reviewed studies 
(e.g., conference papers, editorials, letters, etc.). 
Only original or research articles were of interest in 
proposing the Boolean term. We excluded conference 
papers, letters and review papers as well as datasets or 
database of images.

Boolean query:

TITLE-ABS (image) AND (TITLE-ABS (rf) OR TITLE-ABS 
(random AND forest) OR TITLE-ABS (bayes) OR TITLE-
ABS (support AND vector AND machine) OR TITLE-ABS 
(svm) OR TITLE-ABS (fuzzy) OR TITLE-ABS (machine AND 
learning) OR TITLE-ABS (artificial AND intelligence) OR 
TITLE-ABS (decision AND support AND system) OR TITLE-
ABS (neural AND network)) AND (TITLE (breast AND 
cancer) OR TITLE (breast AND disease)) AND TITLE-ABS 
(accuracy) AND (TITLE-ABS (*pathol*) OR TITLE-ABS 
(histol*)) AND DOCTYPE (ar) AND NOT (TITLE (dataset)) 
AND NOT (TITLE (mammo*)).

For guaranteeing the quality of the systematic review 
and meta-analysis of diagnostic test accuracy (DTA) (41), 
the workflow of Preferred Reporting Items for a Systematic 
Review and Meta-analysis of Diagnostic Test Accuracy 
Studies (42) known as PRISMA-DTA statement, a PRISMA 
extension for DTA studies was followed.
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Data extraction

The inclusion criteria for data extraction were set 
as, (i) availability of the original or research article, (ii) 
use of histopathological cell images, (iii) use of artificial 
intelligence systems for diagnosis, and (iv) provide enough 
data on evaluating the performance of the proposed 
predictive model (i.e., a set of values for accuracy, 
sensitivity, specificity or a set of values for "true positive," 
"true negative," "false positive," "false negative"). The ones 
that did not satisfy the abovementioned criteria were 
excluded from further analysis. Additionally, wherever 
needed, the values for accuracy, sensitivity, and specificity 
were converted using a Matlab script to generate the 
corresponding amounts for "true positive," "true negative," 
"false positive," "false negative."

The extracted information was screened for their 
relevance in terms of titles and abstracts by two independent 
researchers (MS and MS). Then the selected appropriate 
ones’ full papers were retrieved, along with their data for 
further analysis. 

Quality assessment

The Quality Assessment of Diagnostic Accuracy Studies 
2 (QUADAS-2) was necessary for the evaluation of the 
quality of the included studies (43, 44). The quality 
assessment tool had almost 80% reliability power for at 
least ninety included studies. So, for the meta-analysis DTA 
studies that possess less than 90 investigations, the quality 
assessment of the researches would not be applicable.

.Statistical analysis

The importance of utilizing artificial intelligent 
systems based on histopathological cell images for 
diagnosing breast cancer has been evaluated by several 
measurement parameters incorporated in diagnostic test 
accuracy procedures. Among various software for DTA 
studies such as Meta-Disc (46) written in Microsoft Visual 
Basic 6, OpenMEE with Python/R architecture (47), and 
Open Meta-Analyst (48) with Python/R architecture, the 
last one was selected for assessment of the results. For 
this purpose, a new meta-analysis tool for DTA studies 
has been developed in Matlab 2013 environment (i.e., 
Meta-MUMS DTA tool). The results were checked with 
Open Meta-Analyst software (scripted in Python and R 
with only 64-bit support for Windows operating systems 
including Windows 7 and 8) (48) for consistency, and 
also the tool was improved for its user-friendliness and 
graphical user interface (GUI). The included statistic 
features were calculated using a 95 % confidence 

interval (CI) which included pooled diagnostic odds 
ratio (DOR) (with Cochran Q, inconsistency I2, and , 
pooling of likelihood ratios (i.e., positive LR and negative 
LR), the pooled specificity (with  and inconsistency 
I2), the pooled sensitivity (with  and inconsistency I2), 
summary receiver operator characteristics (SROC), and 
area under the curve (AUC). In the existence of any types 
of heterogeneity (inconsistency I2 >50%) in the random-
effect model, the meta-regression and subgroup analyses 
would be performed if possible. 

Moreover, the publication bias assessment feature 
was added to include Egger's regression-based test (49), 
Deeks’ funnel plots (50), SVE (Smoothed Variance regression 
model based on Egger’s test) (51), SVT (Smoothed 
Variance regression model based on Thompson’s method) 
(51), and trim and fill combined with ln  (logarithm of 
the diagnostic odds ratio) as suggested by Bürkner and 
Doebler (52). All statistical assessments were considered 
significant when the p-value was less than 0.05.

RESULTS

Database search

The searching retrieved 37 items. After screening the 
articles for their availability, 33 methods remained. Finally, 
three studies (53-55) were selected after going through 
the full texts for the existence of enough data relevant to 
histopathology cell images of breast cancer based on the 
inclusion criteria (Figure 1).

Characteristics and quality of the included studies

The studies’ properties, their extracted data (i.e., TP, 
FP, TN, FN), and the used decision-making methodologies 
are tabulated in Table 1. As the study by Al Nahid et 
al. practiced six methodologies (as listed in Table 1) on 
their selected dataset, the number of included methods for 
analysis increased eight.

The quality assessment of papers was not carried 
out by QUADAS or QUADAS-2 tools (43, 44, 56, 57), 
as a recent research study did not recommend it for 
investigations less than 90 (45). In other words, a robust 
Monte Carlo simulation model has proved the reliability 
power of QUADAS-2 is almost 80% when an approximate 
number of included studies is 90. Hence, the measurement 
criteria for individual researches will remain unproven (45). 
However, one may find several articles demonstrating the 
quality of included studies using the abovementioned tool 
without taking in to account the threshold number (i.e., 90) 
for the researches (58, 59). 
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Item Author Year Country Methodology Total (cell) TP FP FN TN

1 Al Nahid A (55) 2018 Australia MS-SVM 7909 5219 721 228 1741

2 Al Nahid A (55) 2018 Australia MS-Softmax 7909 5367 429 282 1830

3 Al Nahid A (55) 2018 Australia KM-SVM 7909 4995 820 208 1885

4 Al Nahid A (55) 2018 Australia KM-Softmax 7909 5800 217 574 1318

5 Al Nahid A (55) 2018 Australia OI-SVM 7909 5282 650 220 1757

6 Al Nahid A (55) 2018 Australia OI-Softmax 7909 4623 659 290 2337

7 Wang P (53) 2016 China SVM-CAGA 3600 1783 120 17 1680

8 Cruz-Roa A (54) 2018 United States of America CNN 195 28 13 4 150

TP: True Positive, FP: False Positive, FN: False Negative, TN: True Negative, MS: Mean-Shift clustering algorithm, KM: K-Means clustering 
algorithm, OI: Original image without clustering, Softmax: a regression technique for decision layer, SVM: Support vector machine, CNN: 
Convolutional Neural Network, CAGA: chain-like agent genetic algorithm.

Table 1. Summary of the included studies with their characteristics.

Figure 1. The PRISMA-DTA workflow for identification of included studies.
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Meta-analysis for diagnostic accuracy

In the three studies including eight artificial 
intelligence-based approaches (i.e., MS-SVM, 
MS-Softmax, KM-SVM, KM-Softmax, OI-SVM, 
OI-Softmax, SVM-CAGA, and CNN) with a total 
of 11,704 cells the results for statistical analysis 
for diagnostic accuracy of breast cancer based on 
histopathology cell images are presented as sensitivity, 
specificity, positive likelihood ratio (PLR), negative 
likelihood ratio (NLR) and diagnostic odds ratio (DOR). 
Moreover, the area under the curve (AUC) of the 
summary receiver operator characteristic (SROC) is 
demonstrated to evaluate the total performance of 
each artificial intelligence-based diagnostic approach. 
The calculated values for pooled sensitivity, pooled 
specificity, PLR, and NLR were 0.95, 0.78, 5.25, and 
0.06, respectively, as shown in figures 2 and 3. And, 
they were representative of the fact that breast cancer 

diagnosis based on artificial intelligence systems using 
the histopathological cell images performed great 
with the pooled F-score 0.86. Moreover, the overall 
performance of the approaches was assessed by the 
diagnostic odds ratios (the pooled DOR) and AUC with 
the values 88.15 and 0.9526, respectively (figures 
4a and 4b). Due to the existence of significant and 
high heterogeneity of pooled DOR (i.e., I2 = 95.6727) 
between studies, a simple method known as threshold 
effect analysis based on Moses-Littenburg regression 
(i.e., a fitted line using the difference of logit-transformed 
"true-positive" and "false-positive" rates versus their 
average (60, 61) or in other words the Spearman 
correlation coefficient of sensitivity and specificity (46, 
62)) was carried out (Figure 4c). The results showed that 
the threshold effect could not the origin of the heterogeneity 
(Spearman correlation = 0.2857, p value = 0.4927). 
The meta-regression and subgroup analyses were not 
performed due to the lack of enough data.

Figure 2. The meta-analysis forest plots of (a) sensitivity and (b) specificity with 95% confidence interval.
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Figure 3. The forest plots of (a) positive and (b) negative likelihood ratios along with their statistical measurements (i.e., Q Cochrane, 
I2, and T2).
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Figure 4. (a) Forest plot of diagnostic odds ratio of artificial intelligence systems in diagnosis of breast cancer (b) SROC of artificial 
intelligence systems in diagnosis of breast cancer, and (c) threshold analysis of eight artificial intelligence systems in diagnosis of 
breast cancer.
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Publication bias

The publication bias of three included studies was 
performed by assessment test tools such as Egger's 
regression-based test, Deeks’ funnel plot, SVE, SVT, and 
"trim-and-fill" methods combined with the logarithm of the 
diagnostic odds ratio. The results of the publication bias 
test are shown in Figure 5. The non-significant statistical 

p-values for Egger’s (i.e., p value=0.51) and Deeks’ (i.e., 
p-value=0.20) funnel plots were representatives of no 
potential publication bias. 

However, the other remaining tests, including SVE 
(i.e., p-value = 0.02), SVT (i.e., p-value = 0.0003) with 
statistically significant p-values as well as for trim and fill 
methodology (showing three missing studies) demonstrated 
the existence of publication bias.

Figure 5. Publication bias test, (a) Egger’s funnel plot (b) Deeks’ funnel plot, (c) SVE funnel pot (d) SVT funnel plot, and (e) trim and 
fill assessment approach.
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Figure 5. Publication bias test, (a) Egger’s funnel plot (b) Deeks’ funnel plot, (c) SVE funnel pot (d) SVT funnel plot, and (e) trim and 
fill assessment approach.
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DISCUSSION

Breast cancer is the second most common cancer 
incidence in the world; however, the American Cancer 
Society has reported the mortality rate among women 
from 1989 to 2015 decreased by about 40% (63). 
Early detection of breast cancer using several methods 
remains however of literature's researchers' interest. Among 
the methodologies used for breast cancer diagnosis or 
prognosis, besides the pathologists’ clinical decision 
making, taking advantage of artificial intelligence systems 
based on histopathological cell images seems crucial to 
avoid possible clinical misdiagnoses. And, the literature 
studies in this field only demonstrated their  performance 
assessment results without including the results from 
previous studies. However, until now, no studies have 
been recommended to investigate the diagnosis value of 
artificial intelligence systems based on histopathological 
cell images.

The values of pooled sensitivity and specificity 
indicated that the overall rates of correct prediction of 
cancer image cells were higher in comparison to the 
total percentages of the right predictions of normal ones. 
And hence, the future directions of research are still open 
on proposing novel artificial intelligent systems mainly 
based on deep machine learning algorithms and robust, 
complete datasets of such images with uniform structures.

According to the formula 

The higher the value of the DOR (i.e., a single 
indicator of test performance) ranging from zero to 
infinity, the higher the value of the AUC, which ranges 
from zero to unity (64). The higher amount of DOR is 
indicative of the fact that the approaches can discriminate 
against the cancerous and healthy cell images with high 
overall accuracy; whereas, a DOR of 1.0 shows that the 
prediction methods do not have discrimination capability.

A PLR value of 5.25 implies that breast cancer patients 
have about a 5-fold higher chance for the positive status of 
cancer incidence in comparison to the normal ones. And 
the NLR value was 0.06, which showed the probability of 
breast cancer incidence is 6% and can be regarded as 
low to identify the cancerous cells from normal ones.

A statistically significant high level of heterogeneity 
existed among the studies’ data, and it showed that it 
was not related to the threshold effect. Due to the lack of 
enough data, meta-regression and subgroup analyses were 
not applicable. Hence, the existing heterogeneity could be 
associated with the potential publication bias detected by 
SVE, SVT, and trim and fill approaches. Additionally, the 
trim and fill method revealed that three studies had been 
missed or not published in the literature due to lack of 

enough data, having negative results in comparison to 
others, or having exaggerating achievements in terms of 
reporting the highest performance of proposed models. 
Considering the results obtained by  Bürkner and Doebler 
(52) using the simulation data, once again, we showed 
that trim and fill methodology was helpful with the current 
practical data in detecting the possible publication bias. 
However, Egger’s and Deeks’ funnel plots did not have 
that feature. Moreover, the SVE and SVT the improved 
modifications of Egger and Thomson were also able 
to identify the possible publication bias. Furthermore, 
SVE and SVT are suggested along with the trim and fill 
methodology for the assessment of publication bias.

The current systematic review and meta-analysis-DTA 
has several limitations as follows. First, Number of literature 
studies with adequate and complete statistical information 
sets, including TP, TN, FP, and FN as well as accuracy, 
sensitivity, and specificity, is not sufficient. And hence, the 
small number of studies was included for analysis. Second, 
the use of a uniform dataset will be advantageous for 
meta-analysis studies. The produced images may in fact 
derive from different devices with various settings and 
hence this may be pre-processed differently from study to 
study. Third, the lack of randomized clinical trials (RCTs) 
in the biomedical engineering field is another issue that 
needs much attention in future studies. Forth, the selection 
bias is an issue that may be occurred as there is no 
evaluation index for assessing the level of pathologists' 
professionalism. Fifth, the initial requirements for quality 
assessment of published articles showed that tools such 
as QUADAS and QUADAS 2 cannot be useful for less 
than ninety studies. Sixth, the lack of assessing tools for 
evaluating the two sections, including image processing 
and artificial intelligence systems that are vital issues that 
should be taken in to account for more details. Seventh, 
due to a lack of chance for publishing the articles with 
negative results, it will make any meta-analysis study 
prone to publication bias. And the ninth, no information 
was available for patients' demographic characteristics 
(i.e., gender, ethnicity, age) and a small number of 
publications during several years there cannot be provided 
no data entries for the country, continent, publication 
year, longitude, and latitude. Hence, meta-regression and 
subgroup analyses cannot be performed for defining the 
remaining sources of existing heterogeneity.

CONCLUSION

In this paper, a systematic review and meta-analysis 
diagnostic test accuracy evaluated the diagnostic value of 
artificial intelligence systems based on histopathological 
cell images in breast cancer. Although, results showed that 
the overall efficiency of a breast cancer diagnosis is high, 
further studies are essential to validate the outcomes of the 
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current study along with the large number of possible RCT 
studies including enough statistical and demographical 
information.
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