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The prediction of numbers and trends for cancer 
mortality is useful for evaluating disease burden 
and reflects the impact of incidence, screening and 
advancement in early diagnosis and treatments for 
major cancer sites. Following our recent publication 
on the estimation of the number of cancer deaths and 
the corresponding mortality rates for all cancers and 
selected major cancer sites for the year 2024 in the 
European Union and the UK [1], here we provide 
corresponding figures for Italy. 

We retrieved official death certifications for various 
cancer sites from the World Health Organization 
database in Italy [2]. We calculated sex and age-
specific mortality rates for 5-year age groups, ranging 
from 0-4 years up to 85+ years, and for each calendar 
year over the period 1970-2019. We derived age-
standardized, mortality rates (ASR), using the world 
standard population, and to analyze ASR trends we 
fitted joinpoint regression models [3, 4]. To predict 
2024 mortality figures, we applied a logarithmic 
Poisson joinpoint regression model to the number of 
deaths in each 5-year age group. We estimated age-
specific numbers of deaths and their corresponding 
95% prediction intervals (PIs), by fitting a linear 
regression model to the mortality data for each age 
group, considering the most recent trend segment 
identified by the joinpoint model. We then calculated 
both age-specific and age-standardized death rates, 
along with their related 95% PIs, using the predicted 
age-specific number of death counts. Population 
predictions were obtained from the Eurostat database 
[5]. In addition, the number of deaths averted for all 
cancers from the peak observed in 1988 to 2024 was 
estimated for all cancers combined. 

Statistical analyses were performed using the 
software R version 4.3.2 (R Development Core Team, 
2022) and Joinpoint Regression Program version 
5.1.0 (Statistical Methodology and Applications 
Branch, Surveillance Research Program, National 
Cancer Institute).

Table 1 gives the predicted cancer deaths and rates, 
along with their corresponding 95% PIs for 2024, in 
comparison with observed figures for 2019 in Italy. For 
2024, we estimated 98,700 cancer deaths in men, 
with corresponding ASR of 103.9/100,000 (-9.0% vs 
2019), and 82,000 in women, ASR of 72.1/100,000 
(-4.4% vs 2019). Overall, the predicted ASRs are 
favourable for all cancer sites and both sexes, except 
for pancreatic cancer among men (+2.7% vs 2019) 
and women (+1.7% vs 2019), and for lung cancer 
among women (+5.9% vs 2019). 

Figure 1 shows the trends in cancer mortality rates 
over calendar periods, among men and women, from 
1970-74 to 2015-19, along with the predicted ASRs 
for 2024 with the corresponding PIs as well as the total 
avoided cancer deaths for men and women between 
the top rate in 1988 and 2024. 

Among men, stomach cancer ASR decreased 
over the whole period, while most other cancer sites 
began falling in the early 1990s. Among women, 
the ASRs for stomach, leukemia, and uterine cancers 
have exhibited a decline since 1970, while rates for 
breast, colorectal, and ovarian cancers started to 
decline during the 1990-94 quinquennium. Pancreas 
and lung cancer showed unfavorable trends over the 
whole period. Since 1988, about 1,248,100 cancer 
deaths have been avoided in Italy, 921,900 in men 
and 326,200 in women, respectively.

The 2024 predicted mortality cancer figures are 
favourable in Italy. Rates fell by 9.0% in men and by 
4.3% in women. Pancreatic cancer is the only cancer 
site that has shown a lack of progress for both sexes. 
In Italy in 2022, pancreatic cancer ranked sixth 
in the number of new cases (15,710) and fourth in 
the number of deaths (14,903) [6], in line with the 
European and USA’s estimates [7, 8]. Patterns of 
smoking prevalence, which is the main risk factor for 
pancreatic cancer, along with overweight, obesity, 
diabetes and heavy alcohol consumption can only 
partly explain the observed pattern. Pancreatic cancer 
survival is still low, with limited progress in early 
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diagnosis and treatment although the identification 
and targeting of specific tumour-associated antigens 
and mutations have been improved  [9, 10].

Lung cancer among women also continues to show 
unfavorable trends, linked to the trends and prevalence 
of smoking among them. In Italy in 2022, lung cancer 
ranked third in the number of new cases (43,808) 
and first in the number of deaths (35,668) [6]. Sex-
difference in mortality trends is also in line with the fact 
that the peak in smoking-attributable mortality among 

men was reached in the late 1980s in Western Europe, 
whereas for women it is now being reached [11]. 

In conclusion, projected cancer mortality rates for 
2024 remain favorable in Italy, especially among 
men, due to smoking cessation. Lifestyle factors 
such as overweight, obesity, diabetes, and alcohol 
consumption may have contributed to the unfavorable 
trends in pancreatic cancer, whereas rising lung cancer 
trends among women likely reflect smoking patterns.

Table 1. Number of predicted deaths and mortality rate for the year 2024 and comparison figures for 2019 for Italy, 
with 95% prediction intervals.

Sex Cancer

Observed
number  

 of deaths 
2019

Predicted number  
 of deaths 2024

(95% PI)

Observed  
 ASR 2019

Predicted 
 ASR 2024
(95% PI)

% Difference  
 2024 vs 

2019

Men Stomach 5,277 4803 (4567-5039) 5.99 4.80 (4.43-5.17) -19.80

Colorectum 12,040 12425 (12055-12795) 13.32 12.76 (12.29-13.22) -4.22

Pancreas 6,267 6799 (6618-6981) 7.71 7.92 (7.66-8.18) 2.73

Lung 22,853 21356 (20706-22006) 26.73 22.75 (21.89-23.61) -14.89

Prostate 7,694 7938 (7657-8219) 6.69 6.39 (6.15-6.63) -4.41

Bladder 4,748 5060 (4749-5372) 4.55 4.52 (4.18-4.85) -0.77

Leukemias 3,627 3758 (3617-3900) 4.35 3.88 (3.60-4.16) -10.77

All cancers 99,380 98684 (96906-100463) 114.18 103.91 (101.19-
106.63) -9.00

Women Stomach 3,708 3405 (3217-3594) 3.08 2.63 (2.40-2.86) -14.52

Colorectum 9,971 9791 (9468-10115) 8.06 7.46 (7.19-7.73) -7.45

Pancreas 6,550 7045 (6837-7254) 5.78 5.88 (5.69-6.07) 1.71

Lung 10,162 11414 (11068-11760) 10.60 11.22 (10.81-11.64) 5.92

Breast 12,830 13501 (13118-13884) 13.97 14.05 (13.50-14.6) 0.56

Uterus 3,098 3235 (3091-3380) 3.50 3.61 (3.43-3.79) 3.09

Ovary 3,410 3448 (3283-3613) 4.05 3.90 (3.68-4.13) -3.62

Bladder 1,341 1490 (1389-1591) 0.97 1.03 (0.95-1.11) 6.39

Leukemias 2,721 2793 (2671-2915) 2.45 2.30 (2.07-2.52) -6.17

All cancers 79,918 82008 (80713-83302) 75.38 72.09 (70.48-73.71) -4.36

ASR, age-standardized rate; PI, prediction interval
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with 95% prediction intervals, for major cancer sites in men and women (top panels) and total avoided cancer deaths for 

men and women between the top rate in 1988 and 2024 in Italy (bottom panels).
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SUMMARY

Introduction: Despite declining trends in the first two decades of the 21st century, Poland remains a country 
with relatively high suicide rates. Developing national suicide prevention programmes starts from analys-
ing trends in suicide rates and identifying high risk groups. The aim of this study was to examine suicide 
epidemiology trends in Poland with a specific focus on age groups and regional differences. 
Method: This epidemiological analysis examined suicide statistics from 2017 to 2022. We calculated 
and analysed standardised suicide rates (SDR) across different age groups and regions in Poland using 
data acquired from Police Headquarters statistics. Percentage changes for the whole study period were 
determined. Official data on the Polish population was obtained from the Central Statistical Office.
Results: Throughout the analysed period, SDR calculated for all ages remained stable, declining by only 
2% from 2017 to 2022. The highest SDR were noted in the 55-59 and 60-64 age groups (19,4 and 
19,1 per 100 000, respectively, in 2022). Between age groups, notable disparities in trends of changes 
of SDR values were observed. The greatest increases of 21.6% and 19.6% were noted in the youngest 
(13-18) and eldest (85+) age groups, respectively. The largest regional increase by 14.4% concerned the 
Warmian-Masurian region, followed by the Opolskie region by 13.51%. Both regions have some of the 
lowest GDP values among Polish regions.
Conclusion: In Poland suicide rates have increased significantly among adolescents, the eldest and those 
living in economically disadvantaged regions. The obtained results highlight the need for implementing 
tailored preventative programmes. 

Keywords: Suicide trends; High-risk age groups; Regional variations; Poland; Prevention programs.

DOI: 10.54103/2282-0930/22856
Accepted: 10th May 2024 © 2024 Olszańska et al

INTRODUCTION

Suicide is a major public health concern worldwide. 
According to the World Health Organisation (WHO), 
nearly 800,000 people die by suicide each year, and 
it is the second leading cause of death among 15-29-
year olds globally. Suicide rates vary across countries 
and regions, with the highest rates generally observed 
in low- and middle-income countries. Risk factors for 
suicide include mental illness, substance abuse, social 
isolation, and access to lethal means. Prevention 
efforts include improving access to mental health 
care, reducing stigma surrounding mental illness, and 
implementing policies to restrict access to means of 
suicide. 

Despite declining trends in suicide rates in the first 
two decades of the 21st century, Poland continues to 
have a high suicide death rate [1]. According to data 
from the World Health Organisation, the suicide rate 
in Poland was around 11.3 per 100,000 population 
in 2019. This is higher than the average suicide rate in 
Europe, which is around 10.5 per 100,000 population 
[2]. Among Poles aged 30-34 suicide is the leading 
cause of death and among adolescents, suicide is the 
second leading cause of death, preceded only by road 
injuries [3]. In Poland, the suicide mortality pattern by 
age groups resembles that of less developed countries 
where suicides are more prevalent among individuals 
of working age rather than late old age [4]. There 
is also a significant disparity in the standardised 

https://orcid.org/0009-0004-0415-2690
https://orcid.org/0000-0002-5749-2611
https://orcid.org/0000-0002-2809-0955
mailto:p.waszak@gumed.edu.pl


ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - 2024, Volume 19, Issue 1 ORIGINAL ARTICLES

Short Term Regional and Age-Specific Disparities in Suicide Epidemiology in Poland10

death rate between male and females, with males 
experiencing a rate seven times higher than that of 
females, whilst globally it is approximately 2.3 times 
higher. Roughly 90% of male suicides and 80% 
of female suicides are carried out by the means of 
hanging [1,5]. This study aims to explore changes in 
suicide epidemiology during the 2017-2022 period 
in Poland, with a specific focus on age and regional 
disparities. By the analysis of recent suicide trends, we 
hope to distinguish high risk populations and therefore 
aid national health authorities in the development of 
tailored suicide prevention programmes. 

METHODS 

Figures on suicidal behaviour reported by the 
Polish Police were obtained for the study. These data 
are publicly available through the National Police 
Headquarters website (http://bip.kgp.policja.gov.
pl/). The figures for suicide deaths and suicidal 
behaviour (deaths + attempts) are presented separately 
and sorted by region, age group, etc.

Poland consists of 16 administrative regions 
(provinces). Suicide data is collected by 17 regional 
police headquarters. Warsaw, the capital, has its own 
separate police headquarter, thus Warsaw statistics 
were included in this study in the Mazovia province (to 
which Warsaw administratively belongs).

Since 2017, the Polish Police has significantly 
changed its data collection methodology, so the period 
2017-2022 was selected for analysis. For the purposes 
of this study, we used data only on suicide deaths by 
region and age group. For clarity of presentation of 
results, only those aged 13+ were included. Only 
isolated cases of suicide were recorded in those 
younger than 13.

Data on the numbers of Poland’s population by 
age group and region were obtained from the Central 
Statistical Office. Through the website (https://bdl.
stat.gov.pl/bdl/start), anyone can get a glimpse of the 
official demographic data. 

In our study, we employed an age-specific 
standardisation method to analyse suicide mortality 
trends across different regions and age groups within 
Poland. Specifically, the number of suicides recorded 
in each age group was standardised against the 
population size of the same age group within the 
respective region or the entire country, as provided 
by the Central Statistical Office of Poland (GUS). This 
approach involved calculating age-specific suicide rates 
by dividing the total number of suicides in each age 

group by the total population of that age group in the 
same region. Suicide death rates (SDR) were reported 
as standardised numbers per 100,000 people in our 
study (age-standardised suicide rates). Epidemiological 
standardisation indicators are measures that are used 
to adjust for differences in population characteristics 
when comparing health outcomes across different 
groups or time periods. The standardisation process 
involves applying a mathematical formula to adjust for 
the differences in the distribution of the standardisation 
indicator (e.g. age, or region) between populations or 
time periods. This adjustment allows for more accurate 
comparisons of health outcomes and disease rates, 
and can help identify differences in health disparities 
across populations. This standardisation is consistent 
with the official reporting of suicide by the World 
Health Organisation. 

We utilized a linear regression model to define the 
trend line, which is mathematically represented by the 
equation y=mx+b. This model was chosen to identify 
and illustrate linear trends over time in the suicide 
data across different age groups. The m is the slope of 
the line and b is the intercept. The x and y represent 
the distance of the line from the x-axis and y-axis, 
respectively.

Finally, the study presents the SDR for each age 
group and region of Poland from 2017 to 2022 and 
calculates percentage changes in the SDR. 

RESULTS 

Across the study period, an overall decrease in 
suicide death rates by 1.7% was observed in the 
studied population (from 15.83 per 100 000 in 
2017 to 15.55 per 100 000 in 2022). The greatest 
suicide mortality rates were seen in the 55-59 and 60-
64 age groups (19.38 and 19.07 per 100 000 in 
2022, respectively) while the 13-18 age group had 
the lowest (6.41 per 100 000 in 2022). 

Rates for the 55-59 age group were consistently 
high; however, a significant fall from 23.04 per 100 
000 in 2017 to 19.38 per 100 000 in 2022 was 
observed. In this age group suicide mortality fell 
regularly between 2017 and 2020, then rose briefly 
in 2021 before dropping again in 2022. This overall 
decrease by 15.9% was the greatest among all ages. 
Declining rates were also observed among Poles aged 
40 or older excluding the 75-79 and 85+ population. 

The largest increases in suicide mortality rates 
concerned the youngest and eldest age groups.



ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - 2024, Volume 19, Issue 1ORIGINAL ARTICLES

Short Term Regional and Age-Specific Disparities in Suicide Epidemiology in Poland 11

In the 13-18 population, rates increased by 21.6% 
(from 5.27 per 100 000 in 2017 to 6.41 per 100 
000 in 2022). Initially, rates dropped between 2017 
and 2018, but since 2018 they have been steadily 
rising. The second largest increase of 19.6% was seen 
in the 85+ age group (rising from 13.5 per 100 000 
in 2017 to 16.15 per 100 000 in 2022). 

This study also analysed differences in suicide rates 
between voivodeships in Poland. As seen in Table 2, 
the highest suicide mortality rate was observed in the 
Warmian-Masurian voivodeship, peaking at 20.72 
per 100 000 during the study period. Whereas, the 
lowest suicide rates were seen in the Wielkopolska 
voivodeship, being 13.50 per 100 000 in 2022. 

Table 1: Suicide death rates by age with percentage change across 2017-2022

Age group SDR 2017 SDR 2018 SDR 2019 SDR 2020 SDR 2021 SDR 2022 Change (%)

13-18 5,27 4,24 4,32 4,79 5,55 6,41 21,6%

19-24 13,59 13,80 14,97 14,94 15,42 14,60 7,4%

25-29 15,13 14,78 16,00 17,27 16,89 16,35 8,1%

30-34 15,91 14,65 16,26 16,03 17,09 17,91 12,6%

35-39 14,74 13,89 16,10 14,38 15,84 16,43 11,4%

40-44 16,08 15,87 14,94 15,93 15,96 14,90 -7,4%

45-49 16,66 17,42 17,43 15,97 16,69 15,54 -6,7%

50-54 19,13 18,73 17,25 17,48 17,76 18,02 -5,8%

55-59 23,04 22,00 18,77 18,46 20,76 19,38 -15,9%

60-64 19,33 20,35 19,33 19,55 17,77 19,07 -1,4%

65-69 16,10 14,80 16,37 15,45 15,15 14,44 -10,3%

70-74 14,81 16,35 15,96 14,14 14,20 12,76 -13,8%

75-79 13,08 14,75 14,45 14,21 13,15 14,75 12,8%

80-84 16,40 12,44 15,12 15,83 16,40 15,97 -2,6%

85+ 13,50 16,09 17,73 17,48 17,02 16,15 19,6%

Poles aged 13+ 15,83 15,54 15,76 15,49 15,84 15,55 -1,7%

Figure 1: Overall downward trend in the studied population and upward trends in the 13-18 and 85+ age groups 
(linear trend line)
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With regard to changes in suicide death rates across 
voivodeships in the studied years (Figure 2), increases 
were observed in the Kujawsko-pomorskie, Lubelskie, 
Opolskie, Podlaskie, Pomorskie, and Warmińsko-
mazurskie regions. The remaining voivodeships 
encountered overall decreases, with the largest 
observed in the Świętokrzyskie region (20.97%) and 
Lubuskie region (13.83%).

The Warmińsko-mazurskie voivodeship saw the 
largest increase of 14.42% (from a rate of 18.11 per 
100 000 in 2017 to 20.72 per 100 000), but year-to-
year changes experienced alternating increases and 
decreases. 

The second greatest increase of 13.51 percent was 
observed in the Opolskie voivodeship (from 14.4 to 
16.3 per 100 000 population).

Table 2: Suicide mortality rates across voivodeships during 2017-2022 with percentage change 

Vovoideship SDR 
2017

SDR 
2018

SDR 
2019

SDR 
2020

SDR 
2021

SDR 
2022

Change 
(%)

Dolnośląskie 17,23 16,83 17,82 16,68 16,20 16,25 -5,70%

Kujawsko-pomorskie 14,11 15,53 14,33 13,99 15,88 15,66 11,04%

Lubelskie 17,85 17,38 16,52 16,82 18,09 17,91 0,32%

Lubuskie 18,85 17,41 19,95 16,79 20,67 16,24 -13,83%
Łódzkie 17,53 18,12 16,06 15,13 15,51 16,17 -7,76%

Małopolskie 14,15 13,55 14,72 16,19 14,31 13,89 -1,88%

Mazowieckie 16,03 16,58 16,10 16,15 16,19 15,67 -2,24%

Opolskie 14,40 14,12 14,87 12,29 14,38 16,34 13,51%

Podkarpackie 15,41 15,20 12,72 14,35 14,93 14,83 -3,80%

Podlaskie 13,62 13,48 16,63 16,60 14,75 15,07 10,64%

Pomorskie 15,92 16,53 15,66 14,98 15,87 16,39 2,92%
Śląskie 15,12 15,04 13,90 14,35 15,24 14,43 -4,58%

Świętokrzyskie 18,12 16,56 17,48 17,22 18,01 14,32 -20,97%

Warmińsko-mazurskie 18,11 17,28 19,53 19,65 18,27 20,72 14,42%

Wielkopolskie 13,73 12,92 14,60 13,53 13,77 13,50 -1,65%

Zachodniopomorskie 16,65 17,64 17,94 16,43 16,96 16,50 -0,93%

Figure 2: Changes in suicide death rates across voivodeships between 2017 and 2022.
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Across the study period, the incidence of suicide 
death was vastly higher among males than females. 
In 2017, 85.74% of all suicide deaths concerned 
males. A difference in trends between the two genders 
is noted. The suicide death rate in males decreased by 
4.03 % from 24.33 per 100 000 in 2017 to 23.35 
per 100 000 in 2022. Whereas the suicide death 
rates in females increased by 14.51% from 3.79 per 
100 000 in 2017 to 4.34 per 100 000 in 2022. 

The dominant suicide method was hanging, 
accounting for 79.78% of all suicides across the 
studied period. The second most frequent method was 

jumping from a height (6.89%) and the third most 
frequent throwing under a moving vehicle (2.52%). 
Twenty percent of cases were previously treated for 
a psychiatric disorder and 18.42% had a history of 
alcohol abuse.

The most common reason of suicide was mental 
illness/ mental disorder (19.73%) followed by family 
disagreements/ family violence (4.73).

The state of consciousness in most instances was not 
determined, however out of all detected substances, 
alcohol was most prevalent (10.28%). 

Figure 3: Suicide death rates by gender across 2017 to 2022.

Table 3: Sociogeographic characteristics of population who died by suicide in Poland in the period 2017-2022 (based on 
data from Police Headquarters).

Number of suicides
TOTAL = 65190 %

Health status

No data available 33626 53,91

Physical illness 3894 6,24

Treated for psychiatric disorder 12628 20,25

Treated for alcohol addiction 2082 3,34

Treated  for drug addiction 258 0,41

Abused alcohol 11492 18,42

Permanently disabled 482 0,77

Used illicit drugs 728 1,17

Contact with institutions

Unable to determine 52876 84,77

Contact with other institution 450 0,72
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Number of suicides
TOTAL = 65190 %

Contact with an church institution 52 0,08

Contact with a crisis intervention center 20 0,03

Contact with a social welfare center 422 0,68

Contact with a medical facility 7444 11,93

Contact with the police 1440 2,31

Reason for suicide

Physical illness 2034 3,26

Mental illness/mental disorder 12304 19,73

Committing a felony or misdemeanor 316 0,51

Other 2666 4,27

Conflict with people outside the family 144 0,23

Bullying, cyberbullying, abuse 10 0,02

Sudden loss of livelihood 486 0,78

Family disagreements/family violence 2952 4,73

Unwanted pregnancy 6 0,01

Undetermined 35712 57,25

HIV carrier/AIDS patient 14 0,02

Deterioration or sudden loss of health 1712 2,74

Problems at school or work 440 0,71

Death of a loved one 1006 1,61

Permanent disability 200 0,32

Threat or loss of residence 90 0,14

Love disappointment 2582 4,14

Poor economic conditions/debts 1916 3,07

Work or school status

Unemployed 10316 16,54

No data 32968 52,86

Short-term job 4434 7,11

Permanent job 8786 14,09

Self-employed 1734 2,78

Farmer 2262 3,63

University student 468 0,75

Primary school student 1406 2,25

Methods

Other 714 1,14

Hanging 49760 79,78

Throwing under a moving vehicle 1574 2,52

Jump from a height 4300 6,89

Self-harm/ superficial injury 470 0,75

Self-immolation 152 0,24
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Number of suicides
TOTAL = 65190 %

Suffocation 550 0,88

Injury to the circulatory system 1072 1,72

Drowning 648 1,04

Using a firearm 974 1,56

Gas/fumes poisoning 422 0,68

Poisoning by chemical agents/toxins 272 0,44

Poisoning by illicit drugs 30 0,05

Ingestion of other drugs 780 1,25

Ingestion of sleeping pills/psychotropic drugs 656 1,05

Marital status

No data available 6762 10,84

Single 20042 32,13

Informal relationship 2398 3,84

Divorced 5370 8,61

Separated 286 0,46

Widowed 4298 6,89

Married 23218 37,22

State of consciousness

No data available 51208 82,10

Under the influence of alcohol 6410 10,28

Under the influence of medications 742 1,19

Under the influence of illicit drugs 154 0,25

Sober 4092 6,56

Education

No data available 45368 72,74

Middle school 790 1,27

Primary 3886 6,23

Partial primary 324 0,52

Post-secondary 44 0,07

Secondary 4580 7,34

Higher education 1690 2,71

Vocational 5692 9,13

Source of income

No data available 25890 41,51

Retirement 8320 13,34

Dependent on another person 4754 7,62

Not on a fixed income 5532 8,87

Work 14040 22,51

Pension 3148 5,05

Allowance/alimony 690 1,11
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Sociodemographic characteristics such as marital 
status, education, source of income, and work or 
school status are also provided in Table 3, likewise in 
many cases no data was available. 

DISCUSSION

Our study found an overall decrease during the 
period spanning from 2017 to 2022. This outcome 
is consistent with other research that also revealed 
a decline in suicide death rates in previous years 
in Poland [4]. Partially, this phenomenon can be 
attributed to the improving economic conditions in 
Poland, including the declining unemployment rate, 
rising average salaries, and decreasing rates of both 
relative and extreme poverty [1]. 

Among all age groups, the greatest increase of 
21.6% was observed among youth, with suicide rates 
consistently increasing since 2018. This rising trend 
represents a shift from past years, when the number 
of suicide deaths in this demographic was falling [4]. 
Over the last couple of years, a decline in children’s 
mental health has been perceived, with studies 
showing increased psychological distress, suicide-
related behaviours, and suicide attempts [6-8].

The increase in suicide deaths clearly occurred after 
the COVID-19 pandemic. In Poland, the lockdown 
policy from the very beginning was based on the 
closure of schools and the shift to on-line learning. 
There was also data showing an increase in domestic 
violence during the lockdown period in Poland [9]. In 
addition, for minors in the early days of the pandemic, 
it was forbidden to leave home unaccompanied by 
an adult. According to the report by the Foundation 
Dajemy Dzieciom Siłę, almost one in three respondents 
(30.8%) felt that their well-being had worsened during 
the period under review [10]. Girls complained of 
worse well-being significantly more often than boys.  
During the first period of the pandemic, 4.4% of 
respondents mutilated themselves more often than 
before the pandemic, while 2.9% of respondents aged 
15-17 attempted suicide [10]. 

According to the Supreme Audit Office, the 
psychiatric health care system for children and 
adolescents in Poland does not provide comprehensive 
and accessible care, and therefore requires systemic 
changes [11]. In addition, more accessible and tailored 
prevention programmes should also be implemented, 
such as school-based suicide-prevention [12].

In addition, an alarming increase of 19.6% was 
observed among Poles aged 85 years or older (from a 
rate of 13.50 per 100 000 to 16.15 per 100 000). It 
is concerning that the number of suicide deaths among 
the eldest is rising. Continuation of this trend may result 
in this age group having the highest suicide mortality 
rate among all demographics which is already seen in 
several European nations [13].

There are distinct variations in the characteristics 

of suicide among the elderly population. Among older 
adults, the prevalence of any psychiatric disorder or 
psychiatric therapy declines with age [14]. People 
aged 85 and above are less likely to have had a 
previous suicide attempt, had a past psychiatric 
admission, or used psychiatric services a month prior 
to dying by suicide [15]. However, a major percentage 
had contact with their general practitioners a month 
before death, emphasising the importance of suicide 
prevention programmes in primary care [15,16].  

Suicidal behaviour in older adults has been strongly 
associated with functional impairment, physical illness, 
a feeling of loneliness, and a loss of meaning of life. 
Older adults with a wish to die more often have 
negative judgments about their age, in particular 
relating to a sense of worth and dignity [17]. 

Poland, like other European nations, is experiencing 
an aging population. It is likely that the absolute number 
of suicides among the eldest will rise. Therefore, it is 
essential to prioritise mental health support systems 
tailored to the needs of older adults. This includes 
strengthening social welfare programmes, enhancing 
mental health screenings, and recognising the impact 
of physical health and disabilities on suicide risk in 
older individuals. 

As for regional disparities, the largest percentage 
increase in suicide rates concerned the warminsko-
mazurskie voivodeships (14.42%). Differences 
between regional suicide rates may be associated with 
socioeconomic inequalities [18,19]. Despite improving 
economic conditions in Poland, the warminsko-
mazurskie voivodeship remains one of the most 
economically disadvantaged regions in the country. 
It is characterised by the highest unemployment rate, 
the highest rate of people receiving social assistance 
benefits, and one of the lowest GDP per capita [20]. 

Generally, in many countries, a correlation between 
lower socio-economic status and higher suicide rates 
has been found. Different patterns of suicides were 
observed within various social patterns, with higher 
frequencies among individuals who are not married, 
those who are unemployed, and those belonging to 
lower socioeconomic strata [18]. In almost all studies, 
it was observed that people from lower socioeconomic 
backgrounds had a greater likelihood of dying by 
suicide compared to their counterparts in higher 
socioeconomic groups [18]. 

The landmark study done by Fiete Näher et al. 
examined these relationships in detail [21]. The study 
found that when unemployment in an area goes up by 
1%, the suicide rate in that area increases by 1.20%. 
On the other hand, when incomes increase by 1%, the 
suicide rate decreases by 0.39%. Conversely, a 1% 
decrease in the incomes of single individuals is linked 
to a 0.54% increase in the suicide rate [21]. 

In a longitudinal study conducted in the United 
States, researchers discovered that both an individual’s 
socioeconomic status and their subjective social 
status were predictive factors for heightened levels 
of depressive symptoms and an increased risk of 
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suicidality [22]. This casualty has also been found to 
work in the reverse direction, with depressive disorders 
frequently exhibiting considerable impairments in 
social functioning [23]. 

Limitations of the Study

The analysis covered only the years 2017-2022, 
which might not account for long-term trends or the 
impact of prolonged risk factors. In the study, we 
have focused on describing general trends, but we 
did not conduct a deeper analysis of psychological, 
social, or economic factors related to the increase 
in suicide rates. The inclusion of possible further 
factors such as gender, previous suicide attempts, etc. 
could significantly advance the scientific field being 
studied. Thus the study does not provide a deeper 
understanding of the reasons behind the increase in 
suicide rates in specific groups and regions. In an 
ecological study analysing only general trends, it is not 
possible to analyse individual participants. Only an 
approach that incorporates such a large-scale analysis 
(in line with the hierarchy of evidence in evidence-
based medicine) would provide insight into the real 
causes of the observed phenomena. However, a better 
understanding of short-term regional trends and by age 
group is an important first step towards formulating 
better, targeted suicide prevention programmes in 
Poland. To our knowledge, no such studies on Poland 
have been undertaken in the literature to date.

CONCLUSIONS

In Poland suicide rates have increased significantly 
among adolescents, the eldest and those living in 
economically disadvantaged regions. The obtained 
results highlight the need for implementing tailored 
preventative programmes.
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SUMMARY

Background: In Brazil, traffic accidents have been on the rise. There is a very high social and economic 
impact in the country, either by the direct sequelae that are left by the trauma, or by the deaths caused 
by it. 
Objective: This study aims to analyze the medical care associated with traffic accident-induced trauma 
in Baixada Santista, a Brazilian region comprising nine cities (six of which were included in this paper), 
along with the causes and consequences of such incidents for the population. 
Methods: For data collection, DATA SUS BRASIL, which is a governmental website, was used. The impact 
that trauma causes on people and the main bodily injuries produced in them, the most affected groups and 
the cities of the Baixada Santista where the accidents occurred were collected. The data were analyzed 
using descriptive statistics / relative frequencies. 
Results: The analysis reveals that young men, particularly those who ride motorcycles, are most susceptible 
to traffic accidents. In relation to the cities of the Baixada Santista, we verified that the city of Santos 
emerges as the primary location for these accidents, primarily due to its substantial motorcycle fleet. 
Conclusions: There is a pressing need to implement preventive measures targeting young male motorcyclists 
in this region. It is through awareness that it will be possible to act in the prevention of accidents and 
reinforce to the public power, not only the need for consciousness, but also the importance of qualifying 
the nurses and professionals involved in the treatment and rescue of victims.
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INTRODUCTION

The World Health Organization (WHO) regards 
traffic accidents as predictable, and thus, they are no 
longer seen as a fatality, but rather as a disease. Traffic 
accidents are subject to interventions that involve 
multidisciplinary efforts aimed at their prevention, 
which means that the leading cause of traumatic death 
in the world can be significantly reduced or avoided 

[1]. Traffic injuries result in significant economic losses 
for individuals, their families, and nations as a whole. 

These losses arise from both the cost of treatment and 
the reduced productivity for those disabled due to the 
sequelae left by the trauma. Additionally, other family 
members may need to take time off work or school to 
care for the injured patients. In most countries, traffic 
injuries cost about 3% of their Gross Domestic Product 
(GDP), and this figure can go up to 5% in developing 
countries [2,3]. In 2021, in Geneva, the WHO 
launched the Decade of Action for Road Safety 2021-
2030, with the ambitious goal of preventing at least 
50% of deaths and injuries in road traffic by 2030. 
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Every year, the lives of approximately 1.2 million 
people worldwide are cut short as a result of traffic 
accidents. Additionally, between 20 and 50 million 
more people suffer non-fatal injuries [1]. 

There are several risk factors for Road Traffic Injuries 
(RTIs), such as the average speed increases, driving 
under the influence of alcohol or any psychoactive 
substance or drug and distracted driving caused, for 
example, by cell phones. After the occurrences, care 
for injuries is extremely time-sensitive: delays of minutes 
can make the difference between life and death. 
Enhancing post-RTI care necessitates timely access to 
pre-hospital services and the improvement of both pre-
hospital and hospital care quality through specialized 
training programs [4]. 

Road traffic injuries are a global health challenge. 
The number of road traffic deaths continues to rise 
steadily, from 1.15 million in 2000 to 1.35 million 
in 2018. Of the 56.9 million deaths worldwide, road 
traffic injuries account for about 2.37% and are the 
eighth cause of global death [1,5].  

In Brazil, RTIs have been on the rise, following the 
global trend. In the year 2020, 32,000 deaths were 
caused. The cumulative numbers from 1980 to 2010 
show that almost one million deaths were recorded 
and this statistic reached one million and three hundred 
thousand deaths in 2020. As early as 1990, it was 
already envisioned that, if appropriate measures were 
not taken, injuries resulting from traffic accidents would 
become the third leading cause of death by 2020. In 
1998, the new Brazilian Traffic Code, governed by 
Law No. 9,503, came into effect, regarded as the hope 
for reducing the increasing number of ITRs. However, 
the new laws, municipal traffic control, vehicle safety 

improvements, and electronic enforcement have 
not succeeded in significantly reducing deaths or 
disabilities resulting from trauma [6].	

Baixada Santista is comprised of 9 cities. These 
are Santos, São Vicente, Cubatão, Guarujá, Praia 
Grande, Itanhaém, Peruíbe, Mongaguá, and 
Bertioga. Our study will focus on the first six cities in 
the Baixada, as the latter three did not have sufficient 
data related to traffic accidents and were therefore 
excluded from the study. Santos is the most populous 
city, with 418,608 inhabitants, and has the largest 
vehicle fleet, consisting of 139,336 motorcycles and 
80,231 automobiles. Itanhaém is the city with the 
largest territorial area, but the smallest vehicle fleet, 
with 30,970 automobiles and 14,147 motorcycles. 
Cubatão is the city with the smallest territorial area, 
covering 142,879 square kilometers. It has one of 
the smallest vehicle fleets, 14,547 motorcycles and 
30,786 automobiles. The city of Guarujá has the 
third-largest vehicle fleet, with 67,608 automobiles 
and 65,135 motorcycles, and it also has the third-
highest population density in Baixada Santista, with 
1,986.73 inhabitants per square kilometer. The city 
of Praia Grande has the second-largest population in 
the Baixada region, with 349,935 inhabitants. São 
Vicente has the fourth largest vehicle fleet, consisting 
of 91,064 automobiles and 14,013 motorcycles [7].

This article aims to analyze medical care related 
to traffic accidents, according to hospitalizations in 
the hospital network (public or private), in the year 
2021, in Baixada Santista. With this data, a better 
understanding of traffic accidents that occur in this 
region could be achieved, so that prevention measures 
could be taken.

People involved in traffic acidentes in 2021 according to DataSUS

Types of injury: 
- Lower limb trauma;
- Upper limb trauma;

- Head trauma;
Others.

Types of vehicle:
-Pedestrians;

- Cyclists;
- Motorcycles;
- Car ocupants.

Cities:
- Santos;

- Cubatão;
- Guarujá;

-São Vicente;
- Praia Grande;

- Itanhaém.

Excluded (n=54)
Non-realted to trauma ICDs

Included: ICD codes related to automobile accident
traumas in Baixada Santista

Analysis of data divided by:

Figure 1. Study flowchart. 
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METHODS

Study design

This study is characterized as: retrospective, cross-
sectional and observational. The study flowchart is 
shown in Figure 1.

Studied population

The population studied in this research comprises 
patients of all ages, both men and women, from 
Baixada Santista, involved in traffic accidents and 
treated in both public and private hospitals.

The year 2021 was chosen as it was the year 
following the onset of the COVID-19 pandemic, which 
affected the entire global population. Therefore, we 
excluded the year 2020. Due to people staying in their 
homes and fewer vehicles on the roads and highways, 
the study would be compromised in its evaluation. In 
2021, the vehicle movement returned to normalcy.

Inclusion criteria

Patients involved in traffic accidents, whose ICD 
codes (International Classification of Diseases) were 
related to automobile accident traumas, occurring in 
Baixada Santista, in the year 2021.

Exclusion criteria

Fifty-four patients were excluded from this study 
(representing a total of 4.7% of the sample of 1,137 
patients). These exclusions account for 0.88% of 
women and 3.8% of men in the total studied sample, 
who were hospitalized in hospitals, whose primary 
hospitalization ICD code (International Classification 
of Diseases) was not directly related to trauma caused 
by a traffic accident. They had the following codes: 
T81.3 (35 patients), R02 (3 patients), T88.8 (2 
patients), T85.8 (1 patient), T84.6 (1 patient), T84.0 
(1 patient), T81.4 (1 patient), L97 (2 patients), J90 
(2 patients), Z47.0 (2 patients), C43.0 (1 patient), 
M84.1 (1 patient), M20.2 (1 patient), and M19.1 (1 
patient).

Data collection

The procedure used in this research was data 
collection through the DATASUS BRASIL website, 
f tp://f tp.datasus.gov.br/dissemin/publ icos/
SIHSUS/200801_/ Dados/ [8], accessing the 
DATASUS FTP server and downloading the files 
with the specified extension.dbc (RDUFYYMM.DBC) 
containing SIH data for each city, in the year of 2021.

Data analysis

Hospitalizations both by ICD and by the location 
of the accident occurrence in different cities in 
Baixada Santista were categorized. The mechanisms 
that led to the accidents, stratifying them into traffic 
accidents involving pedestrians, bicycles, motorcycles, 
or automobiles were also analyzed. Therefore, a 
comprehensive view of the accident mechanisms and 
their physical consequences for the studied population 
could be achieved. The diseases caused by the vast 
array of different trauma mechanisms were also 
assessed. The data was presented through descriptive 
statistics, in relative frequencies. 

RESULTS

Firstly, the distribution of hospital admissions due 
to traffic trauma in Baixada Santista in general, in the 
year 2021, divided into the number of admissions per 
month, was analyzed. These results are presented in 
Figure 2. 

Figure 2. Distribution of hospital admissions in Baixada 
Santista in the year 2021, divided into the number of 

admissions per month. 

Pedestrians

Pedestrians comprised the smallest group, with 103 
patients (9.5%) out of all analyzed patients (1,077), 
consisting of 76% men and 24% women. Despite this, 
due to their physical vulnerabilities during a traffic 
accident, they proportionally suffered more from lower 
limb traumas (the primary point of contact between 
the pedestrian and the colliding vehicle, regardless 
of the vehicle type). There was a total of fifty-four 
lower limb fractures, which accounts for 52.40% of 
the group of 103 pedestrians traumatized throughout 
the year 2021. In second place were Traumatic Brain 
Injuries (TBI), with twenty-one patients hospitalized 
due to collisions with vehicles, representing 20.4% 
of all analyzed pedestrians, followed by upper limb 
injuries in only twelve patients (11.7%). It is easy to 
understand that during a pedestrian fall, the likelihood 
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of their head striking the ground or object colliding 
with them is very high. This leads to severe injuries, 
as the head lacks any protection. The age group of 
the pedestrian group, as well as all the other groups 
studied, was divided into three groups: Group 1 
included ages 0 to 15, Group 2 included ages 16 to 
54, and Group 3 included individuals over 55 years 
old. Group 1 represented 9.7% of the patients, Group 
2 represented 53.4%, and Group 3 represented 
36.9% of the analyzed patients. Regarding the 
location of accidents involving pedestrians, only 9 
(8.7%) accidents occurred in Cubatão, 19 (18.5%) 
in Santos, 3 in Praia Grande (2.9%), 55 (53.4%) in 
São Vicente, 13 (12.6%) in Itanhaém, and 4 (3.9%) 
in Guarujá.

Cyclists

Cyclists accounted for 15.3% of all analyzed 
patients, totaling 165 accident victims. Among them, 
24 (14.5%) suffered from Traumatic Brain Injury (TBI). 
The most common injury among cyclists was lower 
limb trauma, with a total of 52 fractures in patients, 
representing 31.5% of cases. Upper limb traumas 
were present in 32 (19.4%) patients. Clavicle fractures 
were present in 11 patients (6.6%). Analyzing these 
data, it becomes clear that lower limb fractures occur 
more frequently, as this is the most affected area of 
the body in falls and collisions with automobiles. On 
the other hand, traumatic brain injury was statistically 
less common than in pedestrians, as cyclists often use 
helmets, which protect them against head injuries, 
while pedestrians do not have any head protection. 

The most common geographic location of accidents 
involving cyclists was in the city of Itanhaém, with 79 
traumatized cyclists requiring hospitalization (47.9%), 
followed by the city of Santos with 51 patients (30.9%), 
and then Cubatão with 13 (7.9%), Guarujá with 12 
(7.3%), São Vicente with 10 (6.0%), and Praia Grande 
recorded no accidents involving cyclists. This group 
consisted of 121 males (73.3%) and forty-four females 
(26.7%). Regarding the patients’ age groups, Group 1 
represented patients aged 0 to 15 years, with twenty-
four patients (14.5%), Group 2 represented patients 
aged 16 to 54 years, with 116 patients (70.3%), and 
Group 3 represented patients over 55 years old, with 
25 patients (15.2%). In the group of cyclists, there 
were no hospitalized patients who suffered fatalities.

Motorcyclists

Motorcyclists accounted for the largest analyzed 
group, totaling 728 patients admitted to hospitals 

in Baixada Santista due to traffic accidents. Out of 
this group, fifty-four patients were excluded as their 
admission ICD was not compatible with trauma. This 
group represented 67.6% of all analyzed patients. It is 
evident that motorcyclists are more susceptible to traffic 
accidents. Men represented 83.2% of this group (606), 
and women 16.8% (122). The age group was divided 
into three groups, similar to pedestrians and cyclists. 
Group 1 (0 to 15 years old) had five patients (0.7%), 
Group 2 was composed of 678 patients (93.1%), and 
Group 3 consisted of 45 patients (6.2%). The group 
of motorcyclists presented a distribution of the main 
body injuries as follows: 354 patients with lower 
limb trauma (48.6%), 151 patients with upper limb 
trauma (20.7%), sixty-four patients with head trauma 
(8.8%). Regarding the location of the accidents, the 
geographical distribution was as follows: in Santos, 
there were 288 accidents (39.6%), in Itanhaém, 
there were 185 accidents (25.4%), followed by São 
Vicente with 106 accidents (14.6%), Guarujá with 
88 (12.0%), Cubatão with 34 (4.7%), and finally, the 
municipality of Praia Grande with 27 (3.7%). There 
were sixteen recorded deaths, corresponding to 2.2% 
of the patients studied in this sample.

Car and truck occupants

The last group analyzed was car and pickup truck 
occupants, representing eighty-one patients (7.5%). 
This group consisted of sixty-three men (77.7%) 
and eighteen women (22.3%). The age group was 
distributed as follows: group 1 (0-15 years) with seven 
patients (8.7%), group 2 (16-54 years) with fifty-eight 
patients (71.6%), and group 3 (55 years or older) 
with sixteen patients (19.7%). The most common 
traumas were lower limb injuries with thirty-eight 
patients (47.5%), traumatic brain injuries in twelve 
patients (15%), upper limb fractures in eight cases 
(10%), abdominal traumas in seven cases (8.8%), and 
finally, facial traumas in five cases (6.3%). As for the 
geographical location of the accidents, twenty-seven 
occurred in São Vicente (33.3%), twenty in Santos 
(24.7%), twelve in Cubatão (14.8%), eleven in Praia 
Grande (13.6%), six in Guarujá (7.4%), and five in 
Itanhaém (6.2%).

The gender and ages distribution of accidents, 
divided by means of transportation, can be observed 
in Figure 3. The most common types of bodily injuries 
(lower limb fractures, upper limb fractures, and 
traumatic brain injuries) are presented in Figure 4. The 
geographical distribution of accidents, by city in the 
Baixada Santista, is presented in Figure 4, 5. Total 
victims and fatalities are represented in Figure 6.
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Figure 3: Distribution by gender (pedestrians - blue, cyclists - green, motorcyclists - gray and car occupants- yellow) and age 
(0 to 5 years – blue, 16 to 54 years – green; 55 years or more – gray) of accidents, divided by groups.

Figure 4: Injuries in traffic accidents in Baixada Santista in 2021, by groups. The blue color represents lower limb injuries, 
orange represents upper limb injuries, and the gray color represents head and brain injuries, in pedestrians, cyclists, motor-

cyclists and vehicle occupants. 
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DISCUSSION

Traffic accidents follow a trimodal curve regarding 
patient mortality. The first peak of mortality is related 
to the severity of the accident at the scene. The second 
peak is linked to pre-hospital care and its quality; to 
the time involved between the care and the patient’s 
transfer to the hospital unit where they will be admitted. 
The third peak is associated with complications arising 
from trauma-induced injuries.

We can only intervene in the first peak with 
awareness campaigns involving the population on how 
to prevent accidents, emphasizing the importance of 

seatbelt use for all vehicle occupants, ensuring children 
are properly secured in age-appropriate safety seats, 
promoting respect for traffic signs and speed limits on 
public roads, and advocating for the use of protective 
gear for motorcyclists (closed helmets with visors, 
jackets, protective pants, and closed-toe footwear).

During the second peak, intervention can be 
achieved by providing high-quality, specialized care 
delivered by qualified trauma care specialists. This 
requires ambulances with advanced extrication tools 
and life support equipment for pre-hospital care.

In the third peak, high-quality hospital care can 
be provided with all the necessary support equipment 

Figure 5: Geographical distribution of accidents, by city (Santos, Cubatão, Guarujá, Itanhaém, Praia Grande and São 
Vicente) in Baixada Santista. The blue color represents pedestrians, orange represents cyclits, the gray color represents 

motorcyclists, and yellow represents vehicle occupants. 
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for performing complex surgeries and modern 
diagnostic equipment, such as CT scans available in 
all hospitals, and the use of FAST (Focused Assessment 
with Sonography for Trauma) in trauma rooms. Acute 
treatment for polytrauma patients is administered by 
specialized trauma care professionals [9].

The way accidents occur, depending on the 
environment, type of vehicle, whether the driver was 
wearing a seatbelt or was speeding, and the mechanism 
of the accident (such as pedestrian collision, motorcycle 
or car collision, or involvement of bicycles), is of great 
importance. Each mode has its peculiarities regarding 
the type and severity of organic injury inflicted. This 
directly impacts both patient mortality and survival, as 
well as the recovery time and resulting sequelae. This 
is because each type of injury depends on the intensity 
of the trauma and the exposure of our body to that 
trauma (Figure 4) [10-12]. 

Analyzing the factors leading to a traffic accident, 
William Haddon Jr, an American epidemiologist, 
was a pioneer in classifying traffic accidents as an 
epidemic. In his 1980 article, he examined the factors 
related to accidents and developed a matrix where he 
divided these factors into phases. The phases include 
pre-event (what occurs before the event and facilitates 
its occurrence), the event itself (the accident), and 
post-event (after the accident has occurred). Haddon 
further subdivides the factors that interfere with each 
phase, such as human factors, the causative agent, 
and environmental factors (physical and socio-
cultural). This is of great significance because it 
allows us to understand the mechanisms involved 
before, during, and after the accident, enabling us to 
take action in each phase to minimize the impacts of 
traffic incidents. Furthermore, establishing campaigns 
focused on prevention and reduction of accidents, 
directly targeting all three phases, leads to a reduction 
in accidents (the primary objective), as well as an 
improvement in the care provided to accident victims 
and a reduction in the resulting sequelae [12,13].

The factors related to traffic incidents can be 
divided into: predisposing factors (such as gender, 
age, marital status, level of education), facilitating 
factors (such as income level, healthcare access 
conditions), precipitating factors (such as road and 
highway maintenance, driver distraction, and vehicle 
fleet maintenance quality), and reinforcing factors like 
lack of awareness while driving, dangerous driving, 
obesity, and advanced age (9-14). Patients without 
protection, such as, for example, not wearing helmets 
for motorcyclists and cyclists or not using seat belts for 
car occupants, are more likely to sustain severe injuries 
at the time of the accident [10,14].

The type of injury is directly related to the mode of 
transportation and its speed at the time of the accident 
(Figure 3); because the higher the speed and energy of 
the impact, the greater the trauma inflicted on the body of 
individuals, as the energy formula is E = m x c2 (energy 
equals mass (m) times the velocity (c) squared). Therefore, 
speed is the variable that exerts the most influence on 

the energy of the trauma, and hence, we must control it 
through active and passive enforcement [15]. 

Observing the dynamics of traffic incidents 
worldwide, we realize that the most exposed group to 
trauma remains the same, consisting of men between 
the ages of 18 and 60 who are motorcycle users [16]. 
We believe the main reasons for the prevalence of this 
population lies in the fact that many men work with their 
motorcycles, making deliveries, which usually have a 
time deadline. So many of them end up speeding or 
crossing red lights in order to make it to destinations 
on time. Moreover, young men usually seek the 
adrenaline of high speed, even if not for a particular 
reason.  The installation of more speed cameras and 
the full use of personal protective equipment could 
help to avoid accidents and, if they do occur, the risk 
would be lower. 

Socio-economic factors, such as income levels, 
that sometimes make it necessary for the population to 
work with their cars / motorcycles, urbanization, and 
healthcare accessibility, might influence the incidence 
and severity of traffic-related injuries in Baixada 
Santista. Healthcare accessibility outside of the public 
health system is expensive, and therefore, not accessible 
to a great part of the population. Consequently, a lot of 
public health investments need to go the treatment of 
accident sequalae, and some of these accidents could 
be prevented thorough caution and awareness. 

After a thorough study of the accidents that occurred 
in Baixada Santista, and the stratification of the causes 
leading to traffic accidents and understanding how we 
can address this issue, we observe how it is possible to 
act in the prevention of accidents by controlling speed 
on the roads and improving the quality of care, both at 
the scene of the accident and in hospital care [10,18]. 
The government plays a crucial role in this matter, as 
the development of accident prevention policies and 
the enforcement of traffic laws, including speed control 
on roads, are the cornerstone of accident reduction 

[17,18]. In the city of Santos, the Traffic Engineering 
Company (CET) is aligned with the Sustainable 
Development Goals, aiming to enhance this aspect in 
the city [19]. It is crucial for public health policies like 
this to be aligned in order to enable better care, both 
pre-hospital and intra-hospital.

Although this study is limited to the results of datasets 
of a specific region, its finding can be applied to general 
population, seeing as the results seem to show similar 
characteristics worldwide. A study in Nigeria showed 
that the leading causes of road traffic accidents there 
are human factors; speed violation, loss of vehicle 
control and dangerous driving. They agree with our 
study, emphasizing that the accidents are preventable, 
and that sensitization and enforcement of safe road 
principles among commercial vehicles and car drivers 
would help curb this menace. The authors also believe 
that government at all levels should implement strong 
policies aimed at reducing the speed of vehicles on 
roads [20]. A survey that was conducted in China 
examined 234 major road traffic accidents recorded 
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in 27 Chinese provinces from 1997 to 2014. They 
analyzed the relationships among the contributing 
factors. At the preconditions for unsafe acts level, 
“visual limitation”, “fatigue driving,” and “vehicle 
faults” were strong predictors [21]. 

After analyzing all the data collected in this study, we 
conclude that the dynamics of traffic accidents occurring in 
Baixada Santista follow common causes and mechanisms 
seen worldwide. Young male motorcyclists constitute the 
most affected demographic group. Imprudent driving, 
particularly distraction and excessive speed, are the 
main causes of accidents and fatalities. It is crucial to 
focus on prevention through awareness campaigns, but 
enforcement and punishment for speeding violations 
need to be carried out. A video campaign was released 
after this research was conducted, and it available on 
YouTube [22], to show data and make people more 
aware of preventive measures. Specific infrastructure 
improvements, such as better road lighting, dedicated 
motorcycle lanes, and improved pedestrian crossings 
should also be made. Policy changes, such as stricter 
enforcement of traffic laws, mandatory helmet use, and 
targeted public awareness campaigns should be more 
and more conducted. Finally, improving medical care, 
both pre-hospital and hospital, is essential to minimize 
the sequelae produced by traffic incidents.

Data availability statement

The datasets used in this study are from public 
domain, available from DATASUS, a Brazilian 
government website. Available from https://datasus.
saude.gov.br/. 
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SUMMARY

Introduction: Patients hospitalized for COVID-19 have a high prevalence of cardiovascular risk factors, 
such as hypertension and diabetes mellitus, in addition to chronic cardiovascular conditions, such as is-
chemic heart disease and heart failure. Other fatal events have also occurred, and are somehow indirectly 
associated with the pandemic, such as deaths from neglected or inadequately treated diseases due to an 
overburdened health system or fear of leaving home at the height of the COVID-19 pandemic. The present 
study aims to evaluate the impact of COVID-19 on CVD statistics in a medium-sized city.
Methods: A retrospective observational study with 546 patients who died due to cardiovascular diseases, 
between January 1, 2019 and December 31, 2020. Regarding the year of death, continuous variables 
were compared using the unpaired t-test and categorical variables using Pearson’s chi-square or Fisher’s 
exact test. Considering a significance level of 0.05 in the two-tailed test.
Results: A total of 545 deaths due to cardiovascular diseases were evaluated, 272 in 2019 and 274 
cases in 2020. There was no difference in age and sex ratios between the years evaluated. There was a 
higher frequency of deaths at home in 2020 compared to 2019; a reduction in the frequency of deaths 
occurring in hospitals.
Conclusion: The results indicate an increase in the number of deaths at home due to CVD reported by SIM 
in 2020 compared to the same period in the previous year, in a medium-sized Brazilian city.
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INTRODUCTION

On March 11, 2020, the World Health Organization 
(WHO) declared the public health situation involving 
the disease named COVID-19, caused by the novel 
coronavirus SARS-CoV-2, a pandemic [1]. It causes 
a severe acute respiratory syndrome, which invades 
cells via the angiotensin-converting enzyme 2 [2] and 
has been responsible for approximately 713,000 
deaths in Brazil [3].

Patients hospitalized due to COVID-19 exhibit a 
high prevalence of cardiovascular risk factors, such 
as hypertension and diabetes mellitus, as well as 
chronic cardiovascular conditions, such as ischemic 
heart disease and heart failure [4-8], contributing 

to a significant increase in COVID-19-related 
mortality [9]. Additionally, other fatal events have 
occurred, indirectly associated with the pandemic, 
such as deaths from acute myocardial infarction 
and stroke due to neglected or inadequately treated 
hypertension, dyslipidemia, and diabetes because of 
the overwhelmed healthcare system or fear of leaving 
home at the height of the COVID-19 pandemic [9,10].

Considering that cardiovascular diseases (CVD) 
are the leading cause of death in Brazil [11], this study 
aims to evaluate the impact of COVID-19 on CVD 
mortality statistics in a medium-sized city.

https://orcid.org/0000-0002-2488-8476
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METHODS

Study Type and Location

This is an observational, retrospective study 
conducted in the city of Rio Verde, Goiás, Brazil, a 
medium-sized city with an estimated population of 
nearly 248,000 [12].

Population, Sample, and Sampling

The study comprised 546 patients who died from 
cardiovascular diseases between January 1, 2019 (pre-
COVID-19 pandemic) and December 31, 2020 (during 
the COVID-19 pandemic). Deaths where the primary 
cause was not cardiovascular disease were excluded.

Data

The analysis was based on secondary ordinary 
administrative data from the SUS Mortality Information 
System (SIM). The International Statistical Classification 
of Diseases and Related Health Problems, Tenth Revision 
(ICD-10) codes were used to identify the underlying 
causes of death due to ischemic heart disease 
(I20-I25), heart failure (I50), hypertensive diseases 
(I10-I15), arrhythmias (I49), and other conditions. To 
examine the potential indirect effect of the pandemic, 
deaths with COVID-19 as the underlying cause were 
excluded from the analysis.

Statistical Analysis

Categorical variables were summarized using 

absolute (n) and relative (%) frequencies, while 
continuous variables were summarized using means 
and standard deviations (SD). An outlier in age (13 
years) was removed due to the non-cardiac cause of 
death but did not compromise the statistical analysis.

Regarding the year of death, continuous variables 
were compared using the unpaired t-test, and 
categorical variables were compared using Pearson’s 
chi-square or Fisher’s exact test. All analyses were 
performed using R software version 4.3.2 (R Core 
Team, Vienna, Austria), with a significance level of 
0.05 for two-tailed tests.

Ethical Considerations

Approval from a Human Research Ethics Committee 
was not required due to the use of non-identified, 
publicly available data.

RESULTS

A total of 545 deaths due to cardiovascular 
diseases were evaluated, with 272 cases in 2019 
(pre-pandemic) and 274 cases in 2020 (during the 
pandemic). There were no differences in age and sex 
proportions between the years evaluated (Table 1).

An increased frequency of deaths at home was 
observed in 2020 compared to 2019. In this regard, 
there was a reduction in the frequency of deaths 
occurring in hospitals or other healthcare institutions 
(p<0.001). For other diseases, groups, and subgroups 
of diseases, no differences in proportions were 
observed.

Table 1. Epidemiological Profile of Cardiovascular Disease Deaths in Rio Verde/GO: January 2019 to December 2020

Variables 2019, N = 271 2020, N = 274 p

Age (years)                     69.88 (15.24) 70.88 (14.98) 0.54

Age Range                       0.48

21-59 years 64 (23.62%) 54 (19.71%)

60-75 years 94 (34.69%) 105 (38.32%)

76-102 years 113 (41.70%) 115 (41.97%)

Sex 0.36

Female 113 (41.70%) 125 (45.62%)

Male 158 (58.30%) 149 (54.38%)

Place of Death                   <0.001

Home 48 (17.71%) 89 (32.48%)

Hospital 145 (53.51%) 133 (48.54%)

Others 6 (2.21%) 5 (1.82%)

Other Health Institutions        71 (26.20%) 45 (16.42%)

Public Place                     1 (0.37%) 2 (0.73%)

MI 0.52
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No 189 (69.74%) 184 (67.15%)

Yes 82 (30.26%) 90 (32.85%)

DM 0.13

No 237 (87.45%) 227 (82.85%)

Yes 34 (12.55%) 47 (17.15%)

HT 0.75

No 204 (75.28%) 203 (74.09%)

Yes 67 (24.72%) 71 (25.91%)

Dyslipidemia >0.99

No 267 (98.52%) 270 (98.54%)

Yes 4 (1.48%) 4 (1.46%)

Obesity 0.070

No 267 (98.52%) 263 (95.99%)

Yes 4 (1.48%) 11 (4.01%)

Heart Disease                    >0.99

No 266 (98.15%) 269 (98.18%)

Yes 5 (1.85%) 5 (1.82%)

HF 0.37

No 270 (99.63%) 270 (98.54%)

Yes 1 (0.37%) 4 (1.46%)

Arrhythmia >0.99

No 267 (98.52%) 270 (98.54%)

Yes 4 (1.48%) 4 (1.46%)

Mental Disorder (Abusive Smoking) 0.45

No 253 (93.36%) 260 (94.89%)

Yes 18 (6.64%) 14 (5.11%)

Mental Disorder (Abusive Alcohol) 0.75

No 266 (98.15%) 270 (98.54%)

Yes 5 (1.85%) 4 (1.46%)

Nephropathy >0.99

No 266 (98.15%) 269 (98.18%)

Yes 5 (1.85%) 5 (1.82%)

Respiratory Tract Diseases       0.37

No 258 (95.20%) 265 (96.72%)

Yes 13 (4.80%) 9 (3.28%)

Endocrine-Metabolic Diseases     0.22

No 264 (97.42%) 271 (98.91%)

Yes 7 (2.58%) 3 (1.09%)

Depressive Episode               >0.99

No 271 (100.00%) 273 (99.64%)

Yes 0 (0.00%) 1 (0.36%)

Senility                         0.76

No 264 (97.42%) 268 (97.81%)

Yes 7 (2.58%) 6 (2.19%)

MI: myocardial infarction; DM: diabetes mellitus; HT: hypertension; HF: heart failure. Pearson’s chi-square test.
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Figure 1. Monthly Evolution of Cardiovascular Disease Deaths in Rio Verde (GO) by Year

Figure 2. Comparison of Average Age of Cardiovascular Disease Deaths in Rio Verde (GO) by Underlying Cause and Year

                                                                                                      

In both years assessed, individuals who died from 
cardiovascular diseases had a statistically similar 
average age compared to those who did not die from 
this cause (Figure 2).

The population aged 60-75 years had the highest 

proportion of CVD deaths in both 2019 and 2020 
(Figure 3). Additionally, the proportion of CVD deaths 
was statistically similar between the years, regardless 
of age group.
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Figure 3. Proportion of Cardiovascular Disease Deaths in Rio Verde (GO) by Age Group and Year

Central Figure. Cardiovascular Disease Deaths in Rio Verde (GO) by Location and Year
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 DISCUSSION

In this analysis, it was observed that the two 
evaluated groups (2019 vs. 2020) showed no 
significant differences concerning age, sex, 
and other cardiovascular comorbidities such as 
hypertension, diabetes mellitus, obesity, dyslipidemia, 
and depression. However, the primary result of this 
study was an 83% increase in home deaths due to 
cardiovascular diseases (CVD) in 2020 compared 
to 2019, with these deaths being more frequent in 
May, June, October, and December, and myocardial 
infarction (MI) was the leading cause in almost one-
third of the cases. There was no difference in the age 
range of deaths between the evaluated years, although 
a higher proportion of CVD deaths was found in the 
60-75 year age range. Our results support and extend 
previous findings [13,14].

Regarding the significant increase in home 
deaths in 2020, during the period of social isolation 
due to the pandemic, it is important to note that 
there was a substantial decline in hospitalizations 
for acute cardiovascular diseases, such as acute 
coronary syndrome, stroke, atrial fibrillation, and 
acute or decompensated heart failure, as well as a 
considerable proportion of excess deaths not attributed 
to COVID-19 during the ongoing pandemic [15-25]. 
Our study showed approximately a 16% reduction in 
hospitalizations in 2020, with a more pronounced 
reduction of 25% in May and June, which could be a 
risk factor for the mismanagement of chronic diseases 
such as hypertension, dyslipidemia, and diabetes, 
contributing to adverse cardiovascular outcomes.

Although the COVID-19 pandemic has been an 
unprecedented threat to global health in recent times 
[26], reports of potential side effects from widespread 
strategies to prevent the rapid spread of SARS-
CoV-2 and relieve the burden on health systems, 
with reduced attention to non-communicable chronic 
diseases, as well as the continuous increase in deaths 
reported by the media, may have led to fear among 
this population in seeking adequate maintenance of 
their treatments, resulting in increased home deaths 
not due to COVID-19 among patients with established 
cardiovascular comorbidities. Generally, the reduction 
in hospital visits for patients with non-communicable 
chronic diseases, especially hypertension, diabetes, 
dyslipidemia, and myocardial infarction, was expected 
as the pandemic necessitated a reorganization of the 
existing human and technological hospital resources 
focused on combating COVID-19 [27]. In this study, 
home deaths due to CVD increased by 83% during the 
COVID-19 lockdown compared to the previous year. 
The same result was observed in a cross-sectional 
study with nearly 3.5 million deaths before and during 
the pandemic [28]. A divergent result was found in a 
Danish study with nearly 700,000 patients [29].

The present study showed that the leading cause 
of death in both evaluated years was myocardial 

infarction, followed by hypertension and diabetes 
[11]. Myocardial infarction is the leading cause 
of death worldwide and requires urgent attention, 
as does the management of its risk factors such 
as hypertension and diabetes mellitus. These 
conditions represent acute events that always require 
immediate emergency care, even during a public 
health emergency such as the COVID-19 pandemic. 
Despite the statistical insignificance of myocardial 
infarction deaths between the two years evaluated, the 
significant increase in home deaths due to myocardial 
infarction in our study may reflect a fear of presenting 
to the emergency room, having a detrimental impact 
on patients with myocardial infarction, delaying 
or avoiding treatment. Similar results were found in 
other studies that also reported increased mortality 
from myocardial infarction unrelated to COVID-19 
[30,31]. Sometimes, clearer, more frequent, and 
highly visible communication by healthcare and public 
health professionals to reinforce the importance of 
timely medical emergency care and to ensure public 
safety regarding COVID-19 contamination might have 
yielded different outcomes.

Another interesting finding from this study was 
the increase in cardiovascular mortality rates, mainly 
myocardial infarction, in the months of May, June, 
October, and December 2020 compared to the 
same period the previous year. The explanations 
for this observation are unclear and we can only 
speculate about this finding, such as the possibility 
of lower temperatures in the months of May and 
June increasing the risk of viral infection, which 
could trigger atherothrombotic processes in patients 
already suffering from chronic coronary artery disease 
[32,33]. Additionally, the relaxation of social isolation 
in October and December, during extended holidays 
and school vacations, and consequently, an increase 
in social gatherings and family reunions, might have 
contributed to the observed increase in deaths. The 
significant rise in COVID-19 cases in May, June, 
and October 2020 might also have contributed to 
the increase in cardiovascular deaths. Given the 
shortcomings of public cardiovascular prevention 
policies in the municipality both before and after the 
pandemic, we might not attribute this variable as a 
causal factor of the deaths.

Regarding mortality by age group, this study 
showed a higher proportion of mortality in the 60-75 
age group, with no statistically significant difference 
between the two years evaluated. Although Brazil 
stands out among the BRICS countries for its successful 
epidemiological transition, with a rapid reduction in 
CVD mortality both in cohorts of newborns and in all 
age groups over time [34], the rapid ageing of the 
population, the increase in obesity and the decline in 
healthy diet and physical activity can be major risk 
factors for cardiovascular death, especially in older 
and more vulnerable patients [35]. In our study, both 
groups died of CVD at an average age of 70, which 
may have contributed to this finding. Excess deaths 
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make it possible to quickly assess the mortality burden 
directly attributable to COVID-19, as well as its indirect 
burden, resulting from interruptions in access, use and 
provision of health services [26,36].

The limitations of our study that deserve to be 
highlighted are: The first concerns the coverage of the 
number of deaths in the civil registry, which may have 
biased our estimates of excess mortality, even though 
we revised and updated the database. The second 
refers to the difficulty of analyzing cardiovascular 
mortality, given the unavailability of this specific 
information for the entire period analyzed. The third 
is due to the reliability of the administrative data 
presented by the SIM, such as incompleteness and the 
high rate of deaths from ill-defined causes, reflecting on 
the quality of the completion and processing of death 
certificates and making it difficult to carry out a more 
comprehensive analysis considering the population 
of health insurance beneficiaries who use private 
health services. Despite the limitations mentioned 
above, especially in a context such as the pandemic, 
which imposes significant challenges on the health 
system, it is worth emphasizing the importance of 
having a national database which, in global terms, 
covers around 75% of the Brazilian population and is 
available relatively quickly. This study adds to others 
already published in other countries and contributes 
by examining in detail the effects of the COVID-19 
pandemic on cardiovascular mortality in a medium-
sized Brazilian city, considering the universe of deaths 
from COVID-19 and other conditions covered by the 
SUS.

CONCLUSION

The results indicate an increase in at-home CVD 
deaths reported by SIM in 2020 compared to the 
previous year in a mid-sized Brazilian city. Our study 
underscores the need to reform public health policies 
to prevent cardiovascular deaths during periods of 
viral infection spread.
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SUMMARY

Background: To date, no studies have evaluated the reliability and/or validity of methods for measuring 
physical activity (PA) in free-living conditions within the Syrian population.
Methods: This study compared estimates of PA and sedentary behavior (SB) obtained from the ActiGraph 
WGT3X-TB (AG) accelerometer and the Short Questionnaire to Assess Health Enhancing Physical Ac-
tivity (SQUASH). Forty-five adults (13 men and 32 women, mean age 36.9 ±8.3 years) completed the 
SQUASH twice, with a 45-day interval between administrations. Time spent in low, moderate, vigorous, 
and moderate-vigorous PA (MVPA) was calculated using the SQUASH and AG accelerometer data. Re-
liability was assessed by calculating the Spearman correlation coefficient between the PA items scores. 
Bland-Altman analysis was also performed. The validity of the SQUASH was determined using the AG 
accelerometer as the reference method.
Results: PA levels were systematically higher when measured by the SQUASH compared to the AG accel-
erometer. The Spearman’s correlation coefficient for the overall SQUASH reproducibility was 0.64. The 
Spearman’s correlation coefficient between the calculated total activity score from the SQUASH and the 
AG accelerometer was 0.31, indicating moderate reliability and validity of the SQUASH.
Conclusion: Given its simplicity, brevity, ease of use, and low cost, the SQUASH appears to be a suitable 
method for monitoring PA in Syrian adults. Further strengthening of the validity scores may be possible by 
providing more detailed information on the types of activities included in the questionnaire.
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INTRODUCTION

Several urgent calls to action have been issued to 
address the global physical activity (PA) and sedentary 
behavior (SB) issues [1]. Enhancing PA among the 
population is crucial, as compelling evidence suggests 
that higher levels of PA are associated with better health 
outcomes [2]. Regular PA is essential to achieving and 
maintaining good health [3]. Low levels of PA are linked 
to an increased risk of morbidity and mortality [4,5]. 
Measuring PA can be challenging due to its diverse 
nature [6]. Therefore, an efficient and accurate tool 
for measuring PA in populations is essential. Physical 
activity is assessed using both objective measures like 
accelerometers and nonobjective measures based 

on self-report questionnaires [7]. At the population 
level, PA is often determined based on self-reported 
questionnaires [8,9]. Self-report questionnaires remain 
the most commonly used tool for assessing PA on a 
practical scale, although epidemiological studies often 
use questionnaires to determine PA levels [10]. The 
questionnaire is an inexpensive and useful method in 
categorizing subjects in low or high levels PA [11]. 
The Short Questionnaire to Assess Health Enhancing 
Physical Activity (SQUASH) is an example of such a 
questionnaire. SQUASH measures the activity score, 
a combination of intensity and duration of PA per 
week, and total minutes of activity per week [12]. The 
SQUASH is structured to facilitate comparisons with 
national and international PA recommendations [13]. 

https://orcid.org/0000-0001-6766-6980
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ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - 2024, Volume 19, Issue 1 ORIGINAL ARTICLES

The Short Questionnaire to Assess Health-Enhancing Physical Activity in Syrian Adults’ Populations36

The questionnaire includes questions about various 
activities such as commuting, gardening, odd jobs, 
sports, work activities, household chores, and leisure 
time. SQUASH is used by various research institutes 
and government agencies to monitor the PA behavior 
of youth and adult populations and adherence with PA 
guidelines [2,11,13].

Validation of PA measures is crucial to accurately 
assess and monitor the progress of PA interventions 
[14]. The accelerometer is often used as the gold 
standard method for assessing the validity of PA self-
report questionnaires [15,16].

The purpose of this study was to determine the test 
reliability and validity of SQUASH in measuring self-
reported habitual PA in a Syrian adult population using 
an ActiGraph WGT3X-BT accelerometer measurement 
device. While our previous work on using accelerometer 
to Assess Physical Activity Behavior in Syrian Adults 
in comparison with WHO recommendations reported 
that 1.5% of women and 6.7% of men, accumulate 
150 minutes per week of MVPA with 10 minutes bouts 
[17]. Therefore, we expected that SQUASH would be 
relatively reliable in this population 

MATERIAL AND METHODS

Study design, procedure and participants

Fifty-two adults (15 men and 37 women) were 
recruited from various workplaces within the Syrian 
Atomic Energy Commission (SAEC) in Damascus, 
Syria. Participants were selected according to the 
following inclusion criteria: (a) age range of 18-60 
years; (b) willingness to wear accelerometers for seven 
days during free-living activities and sleeping; and 
(c) ability to complete surveys in Arabic. Participants 
signed written informed consent forms to participate 
in the study. The SAEC human ethics committee 
approved the study protocol, which was conducted 
in accordance with the Helsinki Declaration of the 
World Medical Association. The final sample consisted 
of 45 participants (13 men and 32 women) who 
met the inclusion criteria and had complete data on 
objectively assessed physical activity (PA), height, 
and weight. No technical errors were encountered 
during accelerometer registrations. Participants were 
required to wear the accelerometer for at least four 
days with a minimum of 600 minutes of valid daily 
monitor wear. The study involved three visits to 
the participants’ workplaces. During the first visit, 
trained research assistants conducted measurements 
of anthropometric parameters. Body weight was 
measured using electronic scales (Seca, Model: 
7671321004; Germany) with an accuracy confirmed 
by using known masses (20 kg). Height was measured 
to the nearest 0.5 cm using a wall-mounted stadiometer 
(Seca, Model: 225 1721009; Germany). Body mass 
index (BMI) was calculated as weight (kg) divided by 

height (m) squared. A demographic questionnaire 
was administered to collect information on sex, age, 
marital status, education levels, and smoking status. 
Participants were asked to wear the ActiGraph 
accelerometer on their left hip with an adjustable 
elastic belt for seven days. Seven days after the first 
visit, participants returned the accelerometers and 
completed the SQUASH-1 questionnaire. The third visit 
occurred 45 days later, during which the SQUASH-2 
questionnaire was completed.

Accelerometer processing

The material requirements for the study included 
the ActiGraph (AG) (WGT3X-BT, Pensacola. FL. 
32502 USA) accelerometer, a small, lightweight, tri-
axial activity monitor that provides data on physical 
activity (PA), including activity counts, energy 
expenditure (kcal), steps, and activity intensity (METs) 
[18]. Participants wore a single AG accelerometer 
unit over their left hip, attached to an elasticized 
waistband, for all waking hours during a 24-hour 
period over seven days. Participants were instructed 
to remove the device before engaging in aquatic 
activities such as swimming, bathing, and showering. 
The AG accelerometer data were processed using 
the Actilife software and exported to Microsoft Excel 
format. Within Microsoft Excel, mean minutes of PA, 
including light, moderate, and vigorous, as well as 
sedentary behavior (SB) were calculated per day. The 
daily average was then multiplied by seven to create a 
weekly total activity score [19].

Short Questionnaire to Assess Health Enhancing 
Physical Activity (SQUASH)

The SQUASH was selected to evaluate the physical 
activity (PA) behavior of the study population.. For 
activities at work and household, the intensity was 
pre-defined into two categories: light or intense [20]. 
The total minutes of activity were calculated for each 
question by multiplying frequency (days/week) by 
duration (min/day) while the missing answers were not 
considered the farther calculation. The total minutes of 
PA per week were calculated by aggregating the total 
minutes of PA reported in the SQUASH. 

To assess the reproducibility of the SQUASH 
over time, 45 subjects completed the questionnaire 
in a randomised order on two separate occasions, 
with a 45-day interval between the first and second 
measurements. This time period was chosen to avoid 
recall bias while preventing significant changes in PA 
levels. The validity of the self-reported PA questionnaire 
was assessed by correlating the SQUASH total scores 
with the AG accelerometer results [12,21].
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Diagnosis Criteria 

Cutoff points for intensity categories were based on 
the PA guideline [21]. Based on the reported effort in 
the SQUASH activities were given an intensity score 
(ranging from 1 to 9). For example; walking and odd 
jobs activities received an intensity score of 1, 2, or 
3 based on reported effort being low, moderate, or 
vigorous activity, respectively. For gardening and 
bicycling these intensity scores were 4, 5, and 6, 
respectively. The scores for light and intense activity at 
work and household are 2 and 5, respectively [21].

Statistical analysis

Participants with both SQUASH and AG 
accelerometer data were included in the present 
analysis. All statistical analyses were performed using 
the Statistical Package for Social Science (SPSS) for 
Windows (Version 17.0.1, 2001, SPSS Inc., Chicago, 
USA). Continuous variables were expressed as mean 
± standard deviation (SD), whereas categorical 
variables were represented by frequency and 
percentage. Statistical significance was set at p < 
0.05 or corresponding p-value in all tests.

Spearman’s rho correlations were used to 
evaluate relationships between change scores of self-
reported (SQUASH) and objective measurement (AG 
accelerometer) of PA. To examine differences between 

pre and post levels of PA, Wilcoxon signed rank tests 
were used. Effect sizes (r) of the differences between 
the baseline, an effect size of r = 0.0 to 0.30 was 
considered a negligible effect, 0.30 to 0.50 small 
effect, 0.50 to 0.70 moderate effect, 0.70 to 0.90 
high effect, and  0.90 to 1.00 a large effect [21]. 
Summary data is reported as mean (SD) and statistical 
significance was assumed at p < 0.05.

RESULTS

Baseline characteristics of study participants 

Demographic characteristics of the study populations 
are presented in Table 1. Of the 45 individuals who 
participated in the study, (n=32; 71.1%) were female 
and (n=13; 28.9%) were male. The mean age of 
the participants in the study group was 36.9±8.3 
years, with 42.6±5.3 years for men and 34.6±8.2 
years for women. The mean BMI was 26.6±4.7 kg/
m2, with 28.2±3.3 kg/m2 for men and 26.0±5.1 kg/
m2 for women. The majority of the total sample of the 
participants were aged 30–45 years (n = 27; 60.0%), 
married (n = 30; 66.7%); overweight/obese (n = 28; 
62.2%), with high school level education (secondary 
school or higher) (n = 38; 84.5%); and non-smokers (n 
= 23; 51.1%) (Table 1). 

Table 1. Descriptive demographic characteristics of the study participants. 

Variables Subcategory Total sample Men Women

N=45 N=13 (28.9%) N=32 (71.1%)

Age (years) Mean (±SD) 36.9±8.3 42.6±5.3 34.6±8.2
Age group 

(n, %)* 18-29 10 (22.2) 0 (0.0) 10 (31.3)

30-45 27 (60.0) 8 (61.5) 19 (59.4)

>45 8 (17.8) 5 (38.5) 3 (9.4)

Marital status (n, %) Single 15 (33.3) 2 (15.4) 13 (40.6)

Married 30 (66.7) 11 (84.6) 19 (59.4)

BMI (Kg/m2) Mean (±SD) 26.6±4.7 28.2±3.3 26.0±5.1

BMI Category (n, %)* Normal Weight 17 (37.8) 2 (15.4) 15 (46.9)

Overweight/Obese 28 (62.2) 11 (84.6) 17 (53.1)
Educational level 

(n, %)* < Secondary School 7 (15.6) 3 (23.1) 4 (12.5)

Secondary School 8 (17.8) 5 (38.5) 3 (9.4)

> Secondary School 30 (66.7) 5 (38.5) 25 (78.1)

Smoking status (n, %)* Yes 22 (48.9) 10 (76.9) 12 (37.5)

No 23 (51.1) 3 (23.1) 20 (62.5)
	     

   * Significant deference exists between men and women at p<0.05
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Measurements of PA and Test–retest reliability

All descriptive statistics for SQUASH-1 and 
SQUASH-2 are presented in Table 2. Of the reported 
time (SQUASH-1), 14% was spent during leisure-time 
activities (walking, cycling, gardening, odd jobs and 
sports), 60% during household activities (light and 
intense) and 25% at work (light and intense). Almost 
no time (less than 1.5%) was spent on commuting 
activities (walking and cycling) (Table 2).

 The Spearman’s correlation coefficient for the 
total activity score was 0.64. For the other, separate 
questions the Spearman’s correlation coefficient 
ranged from - 0.08 to 0.84. Reliability for commuting 
bicycling activities could not be measured. Intense 
commuting by walking was least reliable (r=-0.08), 
while, light activities at work were most reliable 
(r=0.84) (Table 2). 

Bland and Altman analysis for the total activity 
score showed significant differences between the two 
SQUASH assessments, with the most observations 
staying at the 0 – 1.96 SD range and within the 
95% limits of agreement (Figure 1). The limits of 
agreement for estimated total activities that derived 
from SQUASH-1 vs SQUASH-2. MVPA that derived 

from SQUASH, with upper and lower 95% LOA of  
-5624.5 to 5677.7 min/week at 2 SD (Figure 1). 

Significant (p < 0.074) inter-method agreement was 
demonstrated between SQUASH-1 and SQUASH-2 
estimates. Correlations between the SQUASH-1 with 
SQUASH-2 were R2 = 0.004, and p=0.651. 

Validity of the SQUASH 

Assessment of physical activity (PA) using the 
SQUASH revealed significantly higher total PA 
minutes across all intensity levels compared to the 
AG accelerometer. Moderate and vigorous intensity 
PA durations were consistently higher when assessed 
by the SQUASH than by the AG accelerometer (Table 
3). The SQUASH reported an average of 3409 ± 
1102 minutes of total weekly activity, while the AG 
accelerometer recorded 1395 ± 436 minutes of total 
weekly activity. Predominantly, both the SQUASH 
(78%) and the AG accelerometer (83%) indicated that 
most of the time was spent in low-intensity activities. 
The Spearman’s correlation coefficient between the 
total activity scores derived from the SQUASH and AG 
accelerometer was 0.31 (95% CI ranging from 1690 
to 2336, as shown in Table 3).

Table 2. Test–retest reliability of SQUASH-SF based on Spearman-rank correlation coefficients (n = 45)

Item Minutes/week Activity score Activity score Reliability

SQUASH-1 SQUASH-1 SQUASH-2 R Spearman

n= 45 n = 45 n = 45 n = 45

All items together 3415 (1095) 7973 (3516) 8000 (3699) 0.64**

Commuting

Walking 46 (54) 100 (125) 113 (176) 0.35*

Cycling 0 (0) 0 (0) 0 (0) -

Leisure time

Walking 163 (251) 342 (523) 450 (649) -0.08

Cycling 1 (9) 7 (45) 23 (157) -0.02

Gardening 63 (325) 313 (1623) 255 (1149) 0.83**

Odd jobs 207 (666) 340 (1030) 193 (704) 0.24

Sports 29 (75) 112 (335) 205 (682) 0.60**

Activities at work

Light 661 (801) 1321 (1601) 1584 (2004) 0.84**

Intense 214 (337) 1071 (1687) 808 (1121) 0.26
Household 
activities

Light 1937 (407) 3873 (814) 4040 (833) 0.19

Intense 101 (466) 506 (2327) 167 (917) 0.65**

Minutes per week spent in different categories of physical activity (mean ± SD), activity scores from the dual measuremen-
ts (mean ± SD) and reliability of the total activity scores, as well as reliability of the scores on separate questions of the 

SQUASH (Spearman correlation coefficient). *p<0.05, **p<0.01.
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However, the Bland and Altman analysis 
demonstrated poor agreement between the two methods 
in calculating total PA, with an R value of 0.741 and 
p-value of 0.000. The 95% limits of agreement (LOA) 
ranged from -94.8 to 4121.3 minutes per week at 2 
standard deviations (Figure 2).

Figure 3 illustrates the distribution of weekly minutes 
of moderate-equivalent PA from self-reported data and 
AG accelerometer measurements.

Both distributions show a wide variation in 
physical activity levels within the sample, with the 
majority exhibiting low activity levels and a smaller 

Figure 1. Bland and Altman graph with the limits of agreement (LOA).

 
The difference between total activity scores on the first and second SQUASH plotted against their mean for each patient, 

together with 95% confidence interval (CI) and the 95% LOA. 

Activity score = minutes x intensity.

Table 3. Physical activity levels based on SQUASH -SF and ActiGraph results (n = 45)

SQUASH-1 
(n=45)

ActiGraph 
(n=45) d SE d 95% CI rSpear-

man

Total 3409 ± 1102 1395 ± 436 2013 ± 1076 160 1690 - 2336 0.31*

Low intensity 2667 ± 920 1155 ± 372 1511 ± 955 142 1224 - 1798 0.01

Moderate 
intensity 388 ± 573 235 ± 106 153 ± 526 78 -5 - 311 0.46**

Vigorous 
intensity 354 ± 550 5 ± 6 349 ± 551 82 183 - 514 -0.03

All times are expressed as minutes of activity per week (mean ± SD).

d = mean difference between time spent in physical activity as assessed by the first administered SQUASH (SQUASH-1) 
and the Actigraph.

SE d = standard error of the mean difference. 95% CI = 95% confidence interval of the mean difference between the two 
measurements.
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proportion engaging in higher levels of activity. The 
AG accelerometer data showed a broader range of 
values compared to self-reported activity. Ideally, a bell-
shaped curve would represent a normally distributed 
dataset. When comparing tertiles of activity scores 
with activity counts, the exact agreement was 48%, 
and the weighted kappa value was 0.20 (Figure 3).

DISCUSSION 

The primary objective of this study was to assess the 
reliability and validity of the SQUASH questionnaire 

in measuring physical activity (PA) and sedentary 
behavior (SB) among Syrian adults aged 18-60 
years, using the AG accelerometer as the comparison 
method. The AG accelerometer is considered one 
of the most reliable tools for comparing subjective 
methods like the SQUASH [23,24]. We evaluated 
the measurement properties of the SQUASH as a 
more detailed self-report method for assessing PA 
behavior. Questionnaires have been recommended as 
a reliable and valid approach for assessing PA levels 
in the general adult population [11,13]. However, the 
SQUASH cut-off points appear to be higher, leading 
to an overestimation of PA levels compared to the 
AG accelerometer. This finding supports the well-

Figure 3. Tertiles (dotted lines) of the activity score per week (SQUAH) and the mean activity counts per minutes (Actigraph).

Figure 2. Bland and Altman graph with the limits of agreement (LOA). 

The difference between total minutes of physical activity per week as assessed by mean of the SQUAH and the Actigraph, 
plotted against their mean for each patient, together with 95% confidence interval (CI) and the 95% LOA.
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documented observation that the SQUASH and other 
PA questionnaires tend to overestimate PA levels [25-
27].

Reliability of the SQUASH

The Spearman correlation for overall (all items 
together) reliability of the SQUASH in our assessment 
was 0.64. Therefore, the reproducibility is comparable 
to other PA questionnaires. The correlation coefficient 
we determined in this validation experiment of 
SQUASH is within the range of correlation coefficient 
indicating in the literatures [11,28,29]. Therefore, 
the correlation coefficient in our study can be 
considered as reasonable and acceptable. However, 
the reproducibility of PA questionnaires has been 
determined in adults in many countries in the past. 
Most of the researchers found that kappa values 
varying from 0.47-0.89 [11,28,29]. This result may be 
explained by the real differences in the PA levels from 
week to week, overestimation of the real PA attribute to 
an incorrect perception of activity, misunderstanding 
of the questions that led to measurement error in both 
questionnaire surveys, and/or the inability to correctly 
recall all activities performed when completing the 
surveys [27,30].

Validity of the SQUASH

The main finding of the present study is that the 
agreement between self-reported physical activity 
(PA) using the SQUASH questionnaire and objectively 
assessed PA using the ActiGraph (AG) accelerometer 
was small (r=0.31). To the best of our knowledge, this 
is the first study to examine the validity of the SQUASH 
in a Syrian population using AG accelerometer 
measurements. Therefore, we are unable to directly 
compare our data to others in similar populations.

Previous studies have reported Spearman’s 
correlation coefficients ranging from 0.31 to 0.45 
based on the validity of other PA questionnaires 
[25,27]. The SQUASH total scores were reported to be 
somewhat better, with correlations of 0.45 in healthy 
adults and 0.35 in patients [11,21]. In a review 
assessing the validity of seven PA questionnaires in 
adults, the correlation with accelerometer total counts 
ranged from 0.34 to 0.89 [13,31]. However, it has 
been suggested that the correlation between total PA 
assessed by a questionnaire and total accelerometer 
counts should be at least 0.50 to demonstrate construct 
validity [32]. Based on these guidelines, the SQUASH 
did not reach the standard for construct validity in 
Syrian adults.

Our finding is consistent with the recommendation 
by Cleland et al. who suggested that self-reported 
physical activity in general was not sufficiently accurate 
for individual assessment. These study results have 

important implications for how PA is being assessed 
and reported among the population in Syria. The 
present findings suggest that the SQUASH may not be 
appropriate for assessing minutes of PA in Syrian adult 
populations.

Clinical Implications and Future Directions

These findings have potential important clinical 
implications, as PA measurement using self-reports 
has been suggested for use in healthcare settings for 
risk assessment [33,34]. To improve the validity of 
questionnaires in adult populations, it may be possible 
to strengthen the validity scores by providing more 
detailed examples of the types of activities adults may 
do [35,36]. This may enhance their ability to accurately 
recall their activities during the 7-day reporting period.

Some potential sources of information errors could 
arise in PA records. Despite these limitations, the 
SQUASH is a suitable tool for monitoring and assessing 
PA behavior in Syrian adults and could provide useful 
PA information for international comparisons. The 
results showed moderate reliability and validity of 
the questionnaire, which is in agreement with data 
published in review papers [9,37-39]. 

Strengths of the study

The strength of our study is that we used objectively 
measured PA data (AG accelerometer), and were 
able to compare it with subjective data (SQUASH). To 
our best knowledge, this study is the first to validate 
the SQUASH to the Arabic language. We detected 
moderate correlation between PA estimated by AG 
accelerometer and SQUASH. As well as a moderate 
test-retest reliability for most of the SQUASH items. In 
this study we used the AG accelerometer as reference 
method, thereby enhancing the criterion validity of the 
research. 

Limitations of the study

This study has several limitations that should be 
considered when interpreting the results.

Small Sample Size: The study population was 
relatively small, which may limit the generalizability 
of the findings.

Healthy Adult Participants: Only healthy adults 
were recruited for the study. Therefore, the results 
cannot be extrapolated to other populations such as 
young people or older adults.

Lack of Gold Standard Comparison: Estimates of 
sedentary behaviour (SB) and physical activity (PA) 
were not compared with a gold standard method like 
doubly labeled water, which is considered the most 
accurate technique for measuring energy expenditure.

Limited Generalisability: The generalisation of 
the results is limited to a similar study population. 
Comparisons of PA and SB using these methods with 
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other study samples could provide inaccurate results.
Higher Education Level: Although the researchers 

tried to cover a large socioeconomic range, the 
participants had a higher than average education level 
compared to the general Syrian population. Physical 
activity in people from higher socioeconomic groups is 
more accurately recalled [40,41].

Variation Between Questionnaires: Several 
participants varied in their responses between 
questionnaires. Some questions may be regarded as 
easier or more difficult to respond to, and this should 
be taken into consideration when testing the validity of 
a question or questionnaire.

Reliability Affected by Interview Interval: Previous 
research has shown that reliability can be affected by 
the interval between the two interviews [42].

In conclusion, while this study provides valuable 
insights into the physical activity and sedentary 
behavior patterns of healthy Syrian adults, the 
limitations mentioned above should be considered 
when interpreting the findings and designing future 
research in this area.

CONCLUSION

The current study marks the first validation of an 
international standardized physical activity (PA) 
questionnaire for Syrian adults. The study aimed 
to assess the reliability and validity of the SQUASH 
in monitoring PA levels. The results indicate that the 
SQUASH has moderate reliability and validity in 
determining minutes of PA. Despite this, the SQUASH 
was found to be a suitable method for monitoring 
PA in Syrian adults. Future validation studies should 
consider using doubly labeled water as a criterion for 
employment in surveillance.
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SUMMARY

Background: Metabolic syndrome, characterized by abdominal obesity and two or more of the following 
components (fasting blood glucose ≥100 mg/dL, low HDL-cholesterol, high triglycerides, and hyperten-
sion), is a common cause of morbidity and mortality. In Somaliland, female vegetable market vendors, 
who often sit for long hours, face an elevated risk.
Aims: This study aims to assess the prevalence and associated factors of metabolic syndrome in this population.
Methods: Conducted from December 2020 to April 2021 in Hargeisa’s vegetable markets, this cross-sec-
tional study recruited 291 women using stratified convenience random sampling. Structured question-
naires collected socio-demographic data, while fasting blood samples provided information on blood 
sugar, triglycerides, and high-density lipoprotein levels. Descriptive statistics and logistic regression were 
used for analysis.
Results: A total of 291 women, aged 21-80 years (mean age 45.3 (12.3) years, participated. The preva-
lence of metabolic syndrome was 71.8%, significantly higher than global averages. High waist circumfer-
ence (87.9%, P = 0.00) was the most prevalent component, suggesting unique dietary or lifestyle factors. 
Notably, no significant association was found between marital status and metabolic syndrome (P = 0.41), 
contrasting with findings from other regions. Approximately 45% of participants had two components of 
metabolic syndrome, 40% had three components, and 15% had four components, respectively, indicating 
a distinct pattern of component distribution.
Conclusions: This study found a high prevalence of metabolic syndrome (71.8%) in this population. Key 
risk factors included older age, high BMI, and increased waist-to-hip ratio, highlighting the need for tar-
geted health interventions and education for this specific occupational group.

Keywords: Metabolic syndrome; Abdominal obesity; Prevalence; Risk factors; Hargeisa, Somaliland.
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INTRODUCTION

Metabolic syndrome (MS) is a complex condition 
that has reached epidemic proportions globally, 
posing a significant public health challenge. It is 
characterized by the concurrent presence of at least 
three out of five cardiometabolic abnormalities: 
obesity, hyperglycemia, hypertriglyceridemia, 
reduced high-density lipoprotein (HDL) levels, and 
hypertension [1, 2]. These factors significantly elevate 
the risk of cardiovascular diseases and type 2 diabetes, 
underscoring the syndrome’s public health relevance. 
The development of MS is influenced by various risk 
factors, including obesity, aging, and prolonged 
sedentary work [3].

Prompt detection of MS is vital for initiating 
lifestyle interventions that can mitigate the risk of 
related chronic conditions. Diagnostic criteria have 
been developed by numerous health organizations, 
such as the European Group for the Study of Insulin 
Resistance (EGIR), the National Cholesterol Education 
Program Adult Treatment Panel III (NCEP: ATP III), the 
World Health Organization (WHO), the American 
Association of Clinical Endocrinology (AACE), and 
the International Diabetes Federation (IDF) [4, 5]. 
Despite these differing standards, they all emphasize 
the necessity of managing MS to avert its severe health 
impacts.

Globally, the prevalence of MS varies from 12.5% 
to 31.4%, depending on the diagnostic criteria used 
[6]. Regional disparities are evident; for example, 
prevalence rates among women in Middle Eastern 
countries range from 11.7% in Kuwait to 41% in 
Saudi Arabia. In contrast, African nations report rates 
from 17.9% in Ethiopia to 40.2% among Kenyan 
women [7, 8]. In Central Africa, Bowo-Ngandji et al. 
(2023) [9], documented a similarly high prevalence 
of MS among women, particularly those exposed to 
urbanized environments and sedentary occupations. 
These findings underscore the urgent need for region-
specific interventions tailored to the occupational and 
lifestyle factors prevalent in African settings.

Recent data from Africa suggest that MS is becoming 
increasingly prevalent. A comprehensive systematic 
review by Whelton et al. (2018) [10] found the overall 
prevalence of MS in African populations to be 32.4% 
(95% CI: 30.2–34.7), based on 297 studies from 
29 African countries involving 156,464 participants. 
The prevalence was higher among women (36.9%) 
compared to men (26.7%) and was significantly 
elevated in adults over the age of 18 (33.1%) 
compared to children under 18 years (13.3%) [10]. 
Moreover, the prevalence of MS was particularly high 
among individuals with type 2 diabetes (66.9%) and 
those with cardiovascular diseases (48.3%). Despite 
these alarming statistics, Charles-Davies et al. (2023) 
[11] argue that existing diagnostic criteria may not 
fully account for the genetic and environmental factors 
unique to African populations, advocating for the 

development of African-specific diagnostic cut-offs to 
enhance the accuracy of diagnosis and management.

In Hargeisa, Somaliland, a substantial proportion 
of women work in vegetable markets. In the present 
study, five of the main markets in Hargeisa, with an 
approximate population of 1,000 female vegetable 
vendors, were sampled. These women face unique 
occupational challenges that may heighten their risk 
of MS. In particular, the market traders endure long 
hours of sedentary work, limited access to healthy 
dietary options, and exposure to stress, all of which 
are recognized risk factors for MS [3]. Understanding 
these occupational and lifestyle factors is essential for 
designing targeted interventions aimed at reducing the 
burden of MS in this vulnerable population.

While data on MS in Somaliland is limited, its 
prevalence is increasing across African nations, 
including neighboring countries [10]. Studies show 
that women are particularly affected, with MS rates 
ranging from 17.9% in Ethiopia to 40.2% in Kenya 
[7, 8]. However, there has been little research on MS 
among female vegetable market traders in Hargeisa. 
This study aims to address this gap by examining the 
prevalence and risk factors of MS in this population. 
The findings are essential for guiding public health 
strategies and interventions to mitigate MS’s impact on 
women in Somaliland and similar contexts.

MATERIALS AND METHODS

Study Design and Participants

This cross-sectional study was conducted between 
December 2020 and April 2021 at vegetable markets 
in Hargeisa, the capital city of Somaliland, which 
covers an area of 78 km². Hargeisa has an estimated 
total female population of 500,000, of which 
approximately 300,000 to 325, 000 are women 
aged over 18 years [12].

The study employed stratified convenience 
random sampling by selecting five main vegetable 
markets in Hargeisa, which account for a significant 
portion of the overall market volume and sales. This 
approach enhances the representativeness of the 
vendor demographics. Additionally, we considered 
accessibility for data collection, diversity of offerings, 
and practical constraints such as time and resources.

All adult women (>18 years) working in the 
vegetable markets during the study period were eligible 
for enrollment, except those who were pregnant. 

Sample size determination 
The minimum sample size for the study was 

determined by the use of Fisher’s formula for sample 
size calculation using the prevalence of 24% obtained 
from a study by Tran et al. [1], from neighboring 
Ethiopia. 

n = Z2pq/d2
Where:
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n = Desired sample size (population >10,000), 
population greater than 10,000

Z = the standard normal deviate usually set at 1.96 
which corresponds to 95% confidence level.

p = Estimated characteristic of the study population 
24.0% prevalence of metabolic syndrome among 
women in Ethiopia [1].

q = 1 – p
d = the minimum error/degree of accuracy desired, 

which is usually set at 5% or 0.05

Therefore:
(1.96)2 *0.24*0.76/0.0025 

The initially determined sample size for the study 
was 280 participants. However, to account for potential 
non-responses and ensure sufficient statistical power, a 
total of 309 participants were selected proportionately 
across five markets. This adjustment was made to 
accommodate any non-responders and minimize the 
risk of an inadequate sample size. A total of 309 
potential participants were initially interviewed, with 
18 respondents not meeting eligibility criteria resulting 
in a final enrollment rate of 94.4%. Consequently, 
the final analysis is based on the responses from 291 
participants.

Sampling Procedure

The sampling procedure for this study was designed 
to ensure proportional representation of vegetable 
sellers across five main markets in Hargeisa. A total of 
1,000 vegetable sellers were estimated to be working 
in these markets, with a sample size of 309 sellers 
determined for the study [13]. The following steps 
were taken to distribute the sample across the markets:

Market 1: Out of 143 vegetable sellers, 45 were 
sampled, representing 14.5% of the total population.

Market 2: This market had the largest population 
of sellers, with 312 vendors. A sample of 96 sellers 
was taken, accounting for 30.1% of the total sample 
size.

Market 3: From the 255 vendors in this market, 
78 sellers were included in the study, representing 
25.2% of the total sample.

Market 4: In this market, 44 sellers were selected 
from a total of 140 vendors, which accounted for 
14.2% of the total population.

Market 5: Lastly, 46 sellers were sampled from 
150 total vendors, contributing 15% to the overall 
sample.

This stratified random sampling ensured 
proportional representation across the markets, with 
the total sample size of 309 sellers reflecting 30.9% of 
the total vegetable vendor population in the five main 
markets of Hargeisa.

Data Collection

Demographic Data

The questionnaire used for data collection was 
meticulously developed through a collaborative 
process involving experts in socio-economic and 
demographic research [14]. This ensured the inclusion 
of comprehensive and relevant questions tailored to 
the study’s objectives. The structured questionnaire was 
designed to capture socio-economic and demographic 
information, including age (in years), marital status 
(e.g., single, married, divorced, widowed), education 
level (e.g., no formal education, primary, secondary, 
tertiary), duration of working at the vegetable market 
(in years), and family history of chronic illnesses (e.g., 
diabetes, hypertension).

On the first day of data collection, the interviewer-
administered questionnaire was employed to gather 
the necessary information. For participants who 
faced challenges with reading and writing, the 
questionnaire was explained to ensure accurate and 
complete responses. To further enhance the validity of 
the data, the questionnaire was reviewed and revised 
with participants. All interviews were conducted in a 
secluded room to maintain privacy and confidentiality. 
Anthropometric measurements (weight, height, and 
abdominal circumference) were measured using 
standardized techniques and calibrated equipment, as 
outlined by Utkualp (2015) [15] and WHO, (2011) 
[16]. BMI was calculated by dividing weight by height 
squared (kg/m²) and classified according to WHO 
criteria (≥30 kg/m²). Waist and hip circumferences 
were measured with participants standing, using a 
Roche circumference tape. The waist-to-hip ratio (WHR) 
was calculated by dividing waist circumference by 
hip circumference, both measured in centimeters. All 
measurements were taken by trained nurses to ensure 
accuracy and consistency.

Clinical and Laboratory Data

Blood pressure measurements were obtained using 
an Omron digital sphygmomanometer (Kyoto, Japan) 
after at least 10 minutes of rest following the 2017 
ACC/AHA/AAPA/ABC/ACPM/AGS/APhA/ASH/
ASPC/NMA/PCNA guideline for the prevention, 
detection, evaluation, and management of high blood 
pressure in adults [10]. To ensure consistency in the 
fasting period, participants received standardized 
written instructions for a 12-hour overnight fast. 
Participants were organized into manageable groups 
with staggered fasting start times to facilitate efficient 
blood collection. Blood samples were drawn by 
qualified phlebotomists over several days, with 28 
to 30 participants per day. Venous blood samples 
(5 ml) were collected via venipuncture and placed 
in red-topped tubes for biochemical analysis of 
fasting blood sugar (FBS) and lipid profiles. FBS was 
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measured using a glucometer (Acon Diabetes Care, 
Pennsylvania, USA), while triglycerides and HDL 
levels were analyzed using an automated chemistry 
analyzer (Mindray BA-88A, India). This systematic 
approach, incorporating staggered fasting, scheduled 
blood draws, and qualified personnel, ensured both 
efficiency and accuracy across all participants.

Ensuring Quality and Reliability in Biochemical 
Measurements

The quality and reliability of biochemical 
measurements were maintained through several quality 
control measures. First, standardized equipment was 
used for all tests, including a glucometer (Acon Diabetes 
Care, Pennsylvania, USA) for fasting blood sugar 
(FBS) and an automated chemistry analyzer (Mindray 
BA-88A, India) for triglycerides and HDL levels. 
These devices were regularly calibrated according 
to manufacturer guidelines to ensure accuracy. 
Additionally, all blood samples were collected 
following a strict 12-hour fasting period, reducing 
variability in the test results. Laboratory personnel 
were trained to follow standard operating procedures 
(SOPs) for handling and analyzing samples, further 
ensuring consistency. Daily internal quality control 
tests were also conducted on the equipment to detect 
and correct any potential deviations before running 
participant samples.

Definition of Metabolic Syndrome

The International Diabetes Federation criteria for 
metabolic syndrome (MS) were used in this study 
[17]. The rationale for choosing the International 
Diabetes Federation (IDF) criteria over others was 
due to its global applicability, ease of use in clinical 
practice, and its emphasis on central obesity as a key 
factor in metabolic syndrome [18]. These criteria are 
widely accepted, particularly in regions with a high 
prevalence of central obesity and diabetes such as 
in many regions of Africa and Asia [19]. According 
to these criteria, an abdominal circumference greater 
than 80 cm is essential for diagnosing MS, along with 
any two of the following components: 
a.	 Fasting glucose ≥100 mg/dL or ≥6.1 mmol/L
b.	 Triglycerides ≥150 mg/dL
c.	 High-density lipoprotein cholesterol ≤50 mg/dL
d.	 Hypertension ≥130 mmHg systolic or ≥85 mmHg 

diastolic 

Statistical Analysis

The data in this study were analyzed using Epi 
Info software. Continuous variables were summarized 
using descriptive statistics, specifically the mean and 
standard deviation. Associations between metabolic 
syndrome and specific variables, including age, 
Body Mass Index (BMI), and waist-to-hip ratio, were 
identified by calculating Odds Ratios (OR) and 
p-values using logistic regression. A p-value of <0.05 
was considered statistically significant for hypothesis 
testing. Incomplete records were omitted during final 
data analysis.

RESULTS

Socio demographic Characteristics of the Partici-
pants

A total of 291 women were studied. The mean 
age of the participants was 45.32 years, with the 
youngest being 21 and the oldest 80 (Table 1). The 
largest proportions of the participants, approximately 
32.7%, were in the 31-40 age groups. The mean BMI 
was 27.14 (±6.67) kg/m², and about 31.6% of the 
women were classified as obese (Table 1). High waist-
to-hip ratio (WHR) was 

observed in 69.8% of the participants (Table 1). 
A marked proportion of women had been working 
for more than 10 years. Regarding marital status, 
63.9% of the women were married, and 18.6% were 
separated (Table 1). 

Prevalence of Metabolic Syndrome

The prevalence of metabolic syndrome among 
women was 71.8% (Table 2). The prevalence for 
individual components of metabolic syndrome were as 
follows: high waist circumference (87.9%), low high-
density lipoprotein cholesterol levels (78.3%), high 
blood pressure (56.1%), high fasting glucose levels 
(51.2%), and high triglyceride levels (42.6%) in the 
studied population (Table 2). Among the five metabolic 
syndrome components, high waist circumference 
(87.9%) and low HDL levels (78.3%) were the most 
prevalent. All components were highly associated 
with metabolic syndrome (p=0.000) except HDL 
(p=0.1667) (Table 2).
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 Table 1: Socio-demographic and Clinical Characteristics of the Participants

Variable Frequency (%) Mean (SD)

Age groups in years 45.32 (12.3)

21-30 32 (11.0)

31-40 95 (32.6)

41-50 84 (28.9)

51-60 49 (16.8)

61-70 27 (9.3)

71-80 4 (1.4)

Marital status

Married 186 (63.9)

Single 24 (8.3)

Widow 27 (9.3)

Separated 54 (18.6)

Working duration 6.04 (5.55)

0-5 years 157 (54.9)

6-10 years 97 (34.3)

More than 10 years 37 (12.7)

BMI 27.14 (6.67)

Obesity 92 (31.7)

Overweight 92 (31.6)

Normal weight 81 (27.8)

Underweight 26 (8.9)

WHR (Waist-to-Hip Ratio) 0.90 (0.11)

High WHR (>0.85) 203 (69.8)

Normal WHR (0.81-0.85) 53 (18.2)

Low WHR (<0.81) 35 (12.0)

Table 2: Association between Metabolic Syndrome Components and Risk Factors with Odds Ratios

Variable 
(IDF)

Mean 
(SD)

Total Frequency 
(n, %)

With MS 
(%)

95% CI Odds 
Ratio

p-value

Participants - 291 (100) 71.8% - - -

MS 209 (71.8%) 100%

Normal 82 (28.2%) 0%

Waist 
Circumference

97.91(15.30) 1.0474 - 1.0936 1.07 <0.001

Normal 35 (12.1%) -

High 256 (87.9%) 81.64%

Triglycerides 151.53 (94.62) 1.0101 - 1.0206 1.02 <0.001

Normal 167 (57.4%) -

High 124 (42.6%) 91.94%

HDL
Cholesterol

34.55 (27.30) 0.9851 - 1.0026 0.99 0.167

Normal 63 (21.7%) -

Low 228 (78.3%) 76.75%

Fasting Blood 
Sugar

6.30 (2.97) 1.3674 - 2.5540 1.87 <0.001
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As shown in Figure 1, the largest proportion of 
study participants (34%) had three metabolic syndrome 

components, followed by those with four (30%), two 
(17%), five (11%), and none (1%).

Figure 1: The prevalence rates MS individual components (high waist circumference, low high-density lipoprotein 
cholesterol levels, high blood pressure, high fasting glucose levels and high triglyceride level) among participants were 

determined by dividing the number of women with each specific MS component by the total number of participants in the 
study and multiplying by 100.

Factors Associated with Metabolic Syndrome

The prevalence of metabolic syndrome varied 
across different age groups: 59.4% in the 21-30 age 
group, 62.1% in the 31-40 age group, 79.7% in the 
41-50 age group, 75.6% in the 51-60 age group, 
85.2% in the 61-70 age group, and 100% in the 
71-80 age group (Table 3). Approximately 74.3% of 

participants who had been working for 6-10 years 
had metabolic syndrome (Table 3). Among obese 
participants, 83.6% had metabolic syndrome, while 
82.6% of overweight participants were diagnosed with 
metabolic syndrome. A summary of factors associated 
with metabolic syndrome among women working in 
the vegetable markets in Hargeisa is provided in Table 
3.

Normal 142 (48.8%) -

High 149 (51.2%) 91.28%

Blood 
Pressure

Sys
133.7(23.3)

Dis 
80.8(14.8)

3.465 - 10.936 6.16 <0.001

Normal 128 (43.9%) -

High 163 (56.1%) 87.12%
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Table 3: Factors Associated with Metabolic Syndrome among Women Working in the Vegetable Markets in Hargeisa

Variable
Diagnosed with MS 

Frequency (%)
Without MS Frequency 

(%)
p-Value

Age groups (years)

21-30 (N = 32) 19 (59.4) 13 (40.6) ≤0.000c

31-40 (N = 95) 59 (62.1) 36 (37.9)

41-50 (N = 84) 67 (79.7) 17 (20.3)

51-60 (N = 49) 37 (75.6) 12 (24.4)

61-70 (N = 27) 23 (85.2) 4 (14.8)

71-80 (N = 4) 4 (100) 0

Marital status 0.4151

Single (N = 24) 16 (66.7) 8 (33.3)

Married (N = 186) 132 (70.9) 54 (29.1)

Divorced (N = 54) 41 (75.9) 13 (24.1)

Widow (N = 27) 20 (74.1) 7 (25.9)

Working duration 0.3385

0-5 years (N = 157) 109 (69.4) 48 (30.6)

6-10 years (N = 97) 72 (74.3) 25 (25.7)

More than 10 years 
(N = 37)

28 (75.6) 9 (24.4)

BMI categories ≤0.000c

Obesity (> 30 kg/m²) 77 (83.6) 15 (16.4)

Overweight 
(25.0-29.9 kg/m²)

76 (82.6) 16 (17.4)

Normal weight 
(18.5-24.9 kg/m²)

0 81 (100)

Underweight 
(< 18.0 kg/m²)

0 26 (100)

WHR categories ≤0.000c

High WHR (> 0.85 cm) 159 (78.3) 44 (21.7)

Normal WHR 
0.18-0.85 cm

57(100)

Low WHR < 0.80 cm 31(100)

WHR: Waist to hip ration; BMI: body mass index; c: Refers to values that are highly significant (p ≤ 0.001).
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DISCUSSION

Our study investigated the prevalence and 
contributing factors of metabolic syndrome (MS) among 
female vendors at vegetable markets in Hargeisa, 
Somaliland. With a prevalence rate of 71.8%, this 
study highlights a serious public health concern in this 
population. Although the vegetable selling profession 
involves prolonged periods of sitting, we acknowledge 
that directly linking this sedentary work to MS warrants 
further investigation. Nonetheless, this finding raises 
concerns about potential health risks associated with 
prolonged sedentary behavior, which has been noted 
in other studies to increase cardio-metabolic risk [20].

The sociodemographic characteristics of the 
participants revealed that most were middle-aged, 
with a mean age of 45.32 years, a factor known 
to be associated with an increased risk of MS [21]. 
Moreover, the participants exhibited an average BMI 
of 27.14 kg/m², with 31.7% classified as obese, 
reinforcing the global trend that links higher BMI 
with MS [22]. The study also found that high waist 
circumference and low HDL-cholesterol levels were 
prevalent among participants, aligning with findings 
in other populations where abdominal obesity and low 
HDL are closely linked to MS, particularly in women 
[23, 24].

In our analysis, we considered dietary habits and 
lifestyle factors as potential contributors to the high 
MS prevalence. While dietary data were not directly 
assessed, existing literature suggests that diets high 
in refined carbohydrates and unhealthy fats may 
contribute to the development of MS [25]. Future studies 
should prioritize dietary and lifestyle assessments to 
better understand their role in this population.

Although prolonged sitting is a plausible risk 
factor for MS among vegetable vendors, this study 
did not directly measure lifestyle behaviors such as 
physical activity levels. Structural or social factors, 
such as the nature of their work environment and 
cultural expectations, may limit these women’s ability 
to be physically active during or after work. This 
highlights the need for future research to investigate 
the specific environmental and social determinants that 
may contribute to sedentary behavior and MS in this 
population [26].

Our findings are consistent with studies conducted 
in other countries, such as Ethiopia, where a prevalence 
of 22% was reported among working adults [1]. The 
differences in prevalence between these regions may 
be attributable to variations in socioeconomic status, 
occupational structures, healthcare access, and 
cultural factors, all of which require further exploration 
to contextualize these disparities. In South Africa, for 
instance, occupational diversity and differences in 
health system accessibility might partly explain why our 
findings in Somaliland present a higher prevalence rate 
of MS [4, 5]. Although the cross-sectional nature of our 
study precludes causal inferences, the high prevalence 

of MS observed in this population underscores the 
need for targeted interventions. These interventions 
should focus on promoting physical activity and 
dietary improvements while addressing the specific 
challenges faced by this occupational group. Future 
research should focus on longitudinal studies to assess 
the progression of MS, as well as qualitative studies to 
understand the barriers to adopting healthier lifestyles.

CONCLUSION

This study revealed a high prevalence of metabolic 
syndrome (71.8%) among female vegetable market 
traders in Hargeisa, Somaliland. Key factors associated 
with this condition included older age, elevated BMI, 
and increased waist-to-hip ratio, raising concerns 
about potential health risks related to sedentary 
behavior. While this study does not establish causality, 
the findings suggest the need for targeted interventions 
and health education tailored to this population. Future 
research should further explore the occupational and 
lifestyle factors contributing to metabolic syndrome 
in this group to guide the development of effective 
strategies for improving their health outcomes.
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SUMMARY

An increase in miscarriage in the first trimester of gestation and its associated complication is burden-some 
on the quality of life of a woman. Medical, surgical, and expectant care are carried out after the miscar-
riage to remove any remaining tissues in the uterus. Understanding the efficacy and safety of these inter-
ventions will raise awareness and be a deciding factor to choose an appropriate treatment plan. Present 
review aims to determine the efficacy and safety of medical, surgical, and expectant care of various 
medical and surgical methods for first-trimester miscarriage. This review included studies that allocated 
women to medical, surgical or expectant management in the first trimester. PubMed, Cochrane Library, 
MEDLINE, and Embase Library were searched for the literature. The primary outcome was the complete 
evacuation of products of conception. Data were independently reviewed, graded for evidence quality, 
and assessed for risk bias by using the guidelines of PRISMA (Preferred Report Items for Systematic Re-
view and Meta-Analysis). 21 eligible articles were included in this systematic review, comprising of 7931 
patients undergoing medical, surgical or expectant-management for early spontaneous-miscarriage. The 
success rate in surgical intervention was higher when compared with medical intervention (OR: 16.12 
[9.11, 28.52]) and expectant management (OR: 2.78 [2.13, 3.61]). Whereas medical intervention had 
a high success rate when compared with expectant-management (OR: 4.29 [2.31, 7.97]). The review de-
termines the effect of medical, surgical, and expectant-management procedures on women who have had 
spontaneous-miscarriages in their first-trimester. PROSPERO-International prospective register of systematic 
reviews–CRD42020154395.

Keywords: Surgery; Medical; Expectant management; Spontaneous Abortion; First trimester; Systematic 
review.
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INTRODUCTION

A miscarriage is a common occurrence defined 
as a nonviable pregnancy with an empty/incomplete 
gestational sac, an embryo without cardiac action, or 
a gestational trophoblastic illness with molar placental 
degradation. It occurs in 15% to 20% of pregnancies, 
according to estimates. Approximately 80% of these 
spontaneous miscarriage pregnancies occur between 

the first and thirteenth weeks of gestation, with the risk 
decreasing after 12 weeks. Most patients are unaware 
of how frequently spontaneous miscarriages occur in 
the first trimester, which can lead to anxiety (30%), 
post-traumatic stress disorder (34%), and sadness 
(10%), all of which can disrupt mental harmony [1-3].

As a preventive measure for the evacuation of the 
retained products of conception in missed miscarriage 
and incomplete miscarriage, therapeutic alternatives 
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such as surgical evacuation, expectant management, 
and medicinal management are used[4]. Vacuum 
aspiration is a type of surgical uterine evacuation that 
involves a vacuum source. It is also known as suction 
curettage, endometrial aspiration, or mini-suction. It 
is possible to utilize a handheld vacuum syringe or 
mechanical pump that is operated by foot (Manual 
Vacuum Aspiration) or electricity (Electric Vacuum 
Aspiration)[5]. Sharp metal curettage (also known as 
dilatation and curettage) is commonly performed in an 
operating room while the patient is sedated or under a 
general or regional anesthetic[6]. 

Miscarriage medications typically involve synthetic 
prostaglandins such as Misoprostol, which is used 
primarily in incomplete miscarriages. Mifepristone, a 
progesterone antagonist, is used in conjunction with 
misoprostol to treat early miscarriage, particularly 
missed/silent miscarriage. Misoprostol, a safe and 
cheap medication, may allow for early POC ejection 
while avoiding complications[7,8]. The approach of 
expectant management allows the retained tissues 
of gestation to usually pass naturally, outside the 
hospital, and is an alternative to standard treatment 
with medication or surgery[9]. 

Surgical procedure has a 95% success rate for 
missed abortion but an important unresolved issue 
is the cost of surgery and the risks associated with 
anesthesia[5]. Medical management of miscarriages 
has been demonstrated to be advantageous, 
particularly in women who have had a missed 
miscarriage or an empty sac. Misoprostol, on the other 
hand, is not approved for usage in all countries[10]. 
If a miscarriage is not handled, the fetal tissue will 
normally pass naturally, as it did for more than 65% 
of women who suffered a miscarriage with may 
take up to two weeks. Unexpected hospitalizations 
and surgical curettage, on the other hand, occurred 
significantly more frequently during expectant and 
medicinal management than following surgical 
management[5,11]. 

The main aim of this systematic review is to 
determine the efficacy and safety of medical, surgical, 
and expectant care of different medical and surgical 
methods for first-trimester miscarriage.

METHODOLOGY

The systematic review and meta-analysis were 
performed interpretation to the PRISMA and registered 
in Prospero CRD42020154395[12-14]. The PICO 
strategy (population, intervention, comparison, and 
outcome) was used to build the research question. Thus, 
this systematic review is required to clarify the safety, 
efficacy, and side effect of medical, surgical, and 
expectant management on first-trimester spontaneous 
miscarriage. 

Eligibility

The review included original articles that evaluated 
the safety, efficacy, and side effect of pharmacological, 
surgical and expectant management on first-trimester 
spontaneous miscarriage. Studies that patients did not 
receive medical, surgical and expectant interventions 
for miscarriage, review articles, letters to the editor; in 
vitro studies, conference articles and case reports or 
series were excluded from the present study[15].

Search strategy

A literature search on Medline/PubMed, Cochrane 
Library, MEDLINE, and Embase Library was performed 
using mesh terms mentioned in Supplementary 
material S1 and were searched[14,15]. Randomized 
case-control, cohort studies, and quasi-trials of women 
with first-trimester miscarriage were included, and 
directed a systematic review and meta-analysis 
generated both direct and mixed evidence on the 
effectiveness and side effects of medical, surgical, and 
expectant management. The selected articles through 
these databases were de-duplicated and the titles and 
abstracts of the articles were read independently by 
two of the authors using the software Rayyan. The 
studies which could potentially cover the inclusion 
criteria for this review were identified at this stage and 
accessed in their entirety. Cases of disagreement were 
resolved by consensus.

Data Extraction

Randomized trials, quasi-randomized studies, 
cohort study and case-control studies that evaluated 
medical treatment, surgical treatment and expectant 
treatment management of first-trimester miscarriage 
that was defined as a spontaneous loss of a non-
viable intrauterine pregnancy between 0 and 13th 
weeks gestation were included. Studies that evaluated 
combination of two treatment options (e.g. medical, 
expectant and surgical management) were included. 
Studies with multiple comparison arms were also 
included. We manually extracted data, using a excel 
sheet on:  year and author, country of study, sample 
size, age, confounding factors, type of intervention, 
pre-outcomes and outcomes: success rate, bleeding, 
abdominal pain, and infection rate[14,15]. 

Assessment of risk of bias in included studies 

The risk of bias for the chosen studies was evaluated 
with Joanna Briggs Institute (JBI) criteria[16]. Two 
reviewers independently will decide whether there is 
a “High risk”, “Low risk” or “unclear risk” of bias. The 
risk of bias will be ranked high when the study reached 
up to 49% of yes, moderate when it is (50-69) % and 
low when it is above or equal to 70%.
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2.5 Statistical Analysis

The meta-analyses were performed for suitable 
outcomes using Review Manager Software 5.4.1. The 
odds Ratio (OR) was used as an effective measure 
for dichotomous variable outcomes in the study such 
as success rate, surgery required abdominal pain, 
blood diffusion, infection rate, nausea, and vaginal 
bleeding. The weighted mean difference was used 
for vaginal bleeding in days. The heterogeneity 
between the medical, surgical, and expectant studies 
was verified by the inconsistency test (I2). I2 values 
lower than 25% were considered low heterogeneity 
among the studies; values between 25 and 49% were 
considered moderate heterogeneity and values greater 
than 50% were considered high heterogeneity. When 
I2 was equal to 0 the fixed effects model was used, 
when I2 was greater than 0 the random effects model 
was used. The dependent variable was success rate, 
vaginal bleeding, abdominal pain and infection rate 
[14,15,17-21]. Statistical analyses were performed 
with Review Manager (RevMan) software version 
5.4.1, and Comprehensive Meta-Analysis (CMA) 
software trial version (www.meta-analysis.com).

Figure 1. Represents the PRISMA flowchart for study selection

RESULTS 

3122 articles were identified from the literature, 
2414 in PubMed, 112 in Medline, 128 in Embase 
and 468 in Cochrane. 237 studies were duplicate 
studies in the databases and were excluded from the 
study. After full screening of articles based on inclusion 
and exclusion criteria there were 21 eligible articles 
were included in this systematic review, comprising 
of 7931 patients undergoing medical, surgical 
or expectant management for early spontaneous 
miscarriage[22-42] and depicted in Figure 1 and 
also and summary statistics tabulated in Table 1.  
Represents the PRISMA flowchart for study selection.  

Study characteristic 

Eleven studies compared medical intervention 
with surgical [23,27,31,33-40], three studies 
compared medical management with expectant 
management[26,32,39], and 8 studies 
compared surgical with expectant management 
[22,24,28,30,31,39-41]. Out of the 21 articles 
included, sixteen had randomized controlled trial 
design [22,24-39,41,42], two had quasi controlled 
design [28,40] and three were cohort studies 
[23,36,37]. The primary demographic characteristics 
of all the included 21 studies are tabulated. Complete 
abortion was defined as complete expulsion of 
the products of conception without any additional 
management. We could compare the success rate of 
the intervention, and for the reported side effects, we 
could only compare the incidence of abdominal pain, 
vaginal bleeding and infection. 

Risk of bias assessment 

The risk of bias was estimated using the JBI 
scale; most studies showed low to moderate risk of 
bias. The lowest risk of bias was seen in study by 
Demetroulis[25] et al., and highest risk of bias was 
seen among Fernlund[26] et al. Most studies did not 
conduct statistical analysis for confounding factors. 
Blinding of participants and clinicians was not 
possible due to the type of intervention. The results of 
the quality assessment of the studies are shown in the 
Supplementary Table S2.

Meta-analysis 

The results of meta-analysis for the outcomes are 
presented as forest plots in Figure 2. The forest 
plot indicated that the odds of success in surgical 
intervention was higher when compared with medical 
intervention (N= 4274, OR: 16.12 [9.11, 28.52], 
Heterogeneity: Chi² = 7.03, df = 5 (P = 0.22); I² = 
29%) and expectant management (N=1398, OR: 
2.78 [2.13, 3.61], Heterogeneity: Chi² = 7.03, df = 
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 Figure 2 a. Forest plot comparing success rate of surgical vs medical vs expectant

Figure 2b. Forest plot comparing abdominal pain of surgical vs medical vs expectant
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Figure 2c. Forest plot comparing Vaginal bleeding of surgical vs medical vs expectant

Figure 2d. Forest plot comparing Infection rate of surgical vs medical vs expectant
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5 (P = 0.22); I² = 29%). Whereas medical intervention 
had an high success rate when compared with 
expectant management (N=243, OR: 4.29 [2.31, 
7.97], Heterogeneity: Chi² = 0.18, df = 1 (P = 0.67); 
I² = 0%).  The studies showed that risk of abdominal 
pain was higher in medical when compared to surgical 
(OR: 3.04 [2.19, 4.23]) and expectant management 
(OR: 1.18 [0.50, 2.81]) whereas the risk was higher 
in expectant compared to surgical (OR: 1.88 [1.02, 
3.46]). The studies showed that risk of vaginal bleeding 
was higher in expectant group when compared with 
surgical (OR: 2.62 [1.33, 5.18]) or medical (OR: 
1.84 [0.97, 3.51]), while there in increased risk in 
medical compared to surgical group (OR:1.37 [1.09, 
1.72]). The rate of infection is higher in the surgical 
group when compared to medical (OR: 2.55 [1.36, 
4.78]) and expectant group (OR: 1.25 [0.63, 2.48]).

3.4 Publication bias 

The funnel plot was symmetrical, indicating absence 
of publication bias as shown in Figure 3. Which was 
confirmed using Egger’s regression method[21] (Egger 
test, P=0.621).

DISCUSSION 

Among the 21 selected studies, eleven studies 
compared medical intervention with surgical, three 
compared medical management with expectant 
management and eight studies compared surgical 
with expectant management for the management of 
spontaneous miscarriage in the first trimester.  From the 
studies, it was observed that the success of complete 
abortion was higher in medical when compared to 
expectant whereas the medical treatment was inferior 
in comparison to surgical treatment. [26,39] 

Mifepristone, an anti-progestin, works by blocking 
progesterone receptors, leading to softening and 
dilation of the cervix thus promoting the expulsion of 
pregnancy tissue. However, their effectiveness can 

vary depending on factors such as gestational age, 
dosage regimen, and individual patient response. 
[4,9] Surgical management use of suction or dilation 
and curettage (D&C) mechanically to scrape and 
remove tissue using surgical instruments provide direct 
and controlled removal of pregnancy tissue, ensuring 
a higher likelihood of complete abortion without the 
need for further intervention[4].

Though a higher success was observed in surgical 
trials, however the results of the trial a greater risk 
of infection following a surgical management with 
requirement for hospitalization when compared to 
medical or expectant management. Surgical methods 
involves invasive procedures that creates a channel for 
potential pathogens from the external environment or 
endogenous sources to enter the uterus, increasing the 
risk of infection.

Most common side effect observed in all three 
intervention was the risk of vaginal bleeding and 
abdominal pain among the patients before and after 
the management of miscarriage. The studies included 
collected history of vaginal bleeding and abdominal 
pain through self-report interviews or questionnaire. 
The pooled result of all the studies showed that the 
risk of vaginal bleeding was higher in the expectant 
group as this group needs to wait for the expulsion of 
the gestation tissue. The risk of abdominal pain was 
higher in the misoprostol group when compared to 
other intervention[43,44]. 

The risk of bias assessment of all the studies 
included in the systematic review was generally low 
to moderate. Blinding of participants and clinicians 
was not possible in most of the studies. There was no 
clarity regarding the selective reporting bias as the 
trial protocols were not assessed. Loss to follow-up and 
exclusions after randomization were low[45].  

In present study we tried to minimize bias by 
assigning two independent reviewers to assess the 
eligibility for inclusion data extraction and assessed 
risk of bias independently. Data extraction was 
undertaken by one review author and checked by 
another. However, due to subjective assessments there 
might be some risk of bias.

Figure 3 a-c: Funnel plots of all individual studies in the meta-analysis
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CONCLUSION 

Although it would be critical to have more data, 
the current evidence suggests medical treatment is 
superior to expectant care in terms of success rate and 
less frequent side effects and can be an alternative 
to surgery management of first trimester miscarriage. 
Study has identified high risk of abdominal pain with 
the use of medical intervention, vaginal bleeding 
requiring blood transfusion in expectant management 
and higher infection rate in surgical group requiring 
hospitalization or antibiotic regimen. These side-effects 
should be explained to the women during treatment 
counselling. Further studies are required to compare 
the medical with expectant care. Future trials should 
consider women’s views and quality of life measures 
alongside the clinical outcome. 
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Table S2. Quality Assessment by using JBI checklists. 

Authors Study 
design  Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 Q13 

Ngai et al. RCT  Yes Yes  Yes No No No No No Yes Yes Yes Yes Yes 
Niinimäki et al.  RCT  Yes Yes No N/A Unclear unclear Yes No Yes Yes Yes Yes Yes 
Trinder et al. RCT  Yes Yes Yes No No Yes Yes  Yes Yes Yes Yes Yes Yes 
Prasad et al. RCT  Yes Yes Yes No No No Yes Yes Yes Unclear Yes Yes Yes 
Shuaib RCT Yes Yes Unclear No No No Yes Yes Yes No Unclear Yes Yes 
Fernlund et al. RCT  Yes Yes No No No No Yes  No Yes Yes No No No 
Ibiyemi et al. RCT  Yes Yes No No No Unclear Yes Unclear Yes Unclear No Yes Yes 
Wijesinghe et al. RCT  Yes Yes Yes No No Unclear  Yes  Yes Yes Yes Yes Yes Yes 
Dangalla et al. RCT  Yes Yes Yes No No Unclear  Yes  Yes Yes Yes Yes Yes Yes 
Al-Ma'ani et al. RCT  Yes Yes Yes No No Unclear  Yes  No Yes Yes Yes No Yes 
Nwafor et al. RCT  Yes Yes Yes No Yes No Yes Yes Yes Yes Yes Yes Yes 
Zhang et al. RCT  Yes Yes Yes Unclear Unclear Unclear Yes Yes Yes Yes Yes Yes Yes 
Lemmers et al. RCT  Yes Yes Yes No No No No Unclear Yes Yes Yes Yes Yes 
Graziosi et al. RCT  Yes Yes Yes Unclear Unclear Unclear Yes Unclear Yes Yes Yes Yes Yes 
Demetroulis et al. RCT  Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 
Karlsen et al. RCT  Yes Yes Yes Yes Unclear Unclear Yes Yes Yes Yes Yes Yes Yes 

 Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11   

Bennett et al. Cohort  Yes Unclear Yes Yes Unclear Yes Yes Yes Yes Yes Yes   
Shokryet al. Cohort  Yes Yes Unclear Yes No No Yes Yes Unclear No Yes   
Shochet et al.  Cohort  Yes Yes Yes Unclear Unclear Unclear No Yes Yes Yes Yes   
 Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9     
Grewal et al. QCT Yes Yes  Yes Yes Yes No Yes Yes Yes     
Waard et al. QCT Yes No Yes No Yes Yes Yes Yes Yes     

RCT: Randomized Controlled Trials, QCT: Quasi Randomized Controlled Trials 
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SUMMARY

Background: This scoping review, a comprehensive effort to map and synthesize evidence, sheds light on 
the impacts of the COVID-19 lockdown on air pollutant emissions in port regions. 
Methods: It was conducted based on the Joanna Briggs Institute Manual and the PRISMA-ScR recommen-
dations. An extensive literature search was undertaken to identify any scientific study or report comparing 
greenhouse gas emissions before and after the COVID-19 pandemic in maritime port regions. 
Results: Nine observational studies conducted in ports of five countries were identified, 75% using the Au-
tomatic Identification System (AIS) as a measurement system for pollutant emissions. When comparing the 
same period before and after the pandemic lockdown, the results of seven studies identified a reduction of 
up to 63% in the emission of CO2, NO2, CO, HC, NOx, SOx, HC, PM2.5, and PM10, and an increase of 
37% in O3. Additionally, two studies reported increased pollutant emissions, explained by ship congestion 
in ports. 
Conclusion: These findings indicate an important reduction in pollutant and particulate matter emissions 
during the port activity restrictions imposed by the COVID-19 pandemic worldwide compared to the same 
period in 2019. This reduction was mainly attributed to the reduced activity of vessels and vehicle circu-
lation. These findings can provide valid scientific evidence to support the air pollution control policies in 
coastal cities and assist in ensuring sustainable practices, environmental regulations, and monitoring for 
mitigating air pollution in port regions.
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INTRODUCTION

Maritime transport, a cornerstone of global 
trade and development for almost 70 years, plays 
an indispensable role in the world economy. It 
facilitates the movement of approximately 10 billion 
tons of cargo, passengers, and crew annually, as 
well as more than 80% of the world’s transported 
goods. However, maritime transport poses critical 
environmental challenges, especially with air 

pollutants and greenhouse gas emissions [1,2]. As 
stated by statistics from the United Nations Conference 
on Trade and Development (UNCTAD), there were 
approximately 105,500 ships in the global maritime 
sector at the beginning of 2023 compared to 92,295 
in 2019. The majority rely on petroleum-derived 
fuels such as diesel and heavy fuel oil, which release 
large atmospheric pollutants [3,4]. According to the 
International Maritime Organization (IMO), shipping 
emitted approximately 1.056 billion tonnes of carbon 
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dioxide (CO2) in 2018, representing approximately 
2.89% of global greenhouse gas emissions. It is 
estimated that emissions from maritime transport will 
double by 2050 [5].

Associated with maritime activity and due to the 
great demand for the transport of goods, the regions 
surrounding seaports also concentrate high emissions 
of atmospheric pollutants. The concentration of ships, 
cargo handling equipment, local traffic with excess 
trucks, and other industrial activities in port areas 
worsens air pollution. It represents a higher risk of 
environmental damage and directly harms human 
health, including the higher prevalence of respiratory 
and cardiovascular diseases and reduced quality of 
life for local communities [6,7,8].

Since the start of the COVID-19 (Coronavirus disease 
2019) pandemic in 2020, several health restrictions 
have been imposed worldwide to mitigate the spread 
of the virus. This scenario has led to an unprecedented 
global hiatus in several sectors, including the paralysis 
of economic activities and reduced human mobility 
[6,9]. One notable area of change has been the 
alteration of air pollutant emissions in port regions. 
During the lockdown, maritime transport activities 
were significantly reduced, and many industries 
located in or near port regions were closed or started 
to operate at reduced capacity, thus restricting the 
movement of cargo vehicles and human activities. 
Despite the emergency, such changes have provided a 
rare opportunity to identify and better understand the 
drivers of global environmental disruption, including 
the impact on air pollution in port regions [6,9].

The growing global interest related to changes 
in air quality has led to the significant production of 
scientific studies on port regions around the world to 
compare the emission of air pollutants before and after 
the COVID-19 lockdown. Therefore, it is required to 
investigate the results derived from this evidence to 
understand the mechanism of pollution sources and 
their relationship with the health of the population 
and the environment to support the implementation 
of preventive and sustainable measures to promote 
cleaner technologies and improve environmental 
regulations in port regions. Therefore, this scoping 
review aimed to map and synthesise results from studies 
that evaluated the impacts of restrictions imposed by 
the COVID-19 pandemic on maritime port activities 
regarding atmospheric emissions.

METHODS

This scoping review was planned and conducted 
based on the recommendations of the Joanna Briggs 
Institute Manual for scoping reviews [10]. The review 
report adhered to the Preferred Reporting Items for 
Systematic Reviews and Meta-Analyses - extension for 
scoping reviews (PRISMA-ScR) guidelines [11]. The 
review protocol was registered in the Open Science 

Framework (OSF) platform (available at https://osf.
io/cknhv/) [12].

The research question was structured using the PCC 
acronym as follows:
•	 P (population): studies evaluating the environmental 

and/or health impacts of the COVID-19 pandemic 
on the port population, including port workers (per-
manent or temporary) and the population residing 
in port regions and surroundings.

•	 C (concept): analyses of the impact of COVID-19 
pandemic-related restrictions on port activities and 
their environmental effects on atmospheric pollutant 
emissions. Approaches for measuring atmospheric 
pollutant emissions before and after the COVID-19 
pandemic.

•	 C (context): seaport regions and surrounding are-
as, any country.

Eligibility criteria

We planned to include any primary (analytical 
or descriptive observational studies) or secondary 
study design, such as narrative or systematic reviews, 
that assessed the atmospheric pollutant emissions in 
seaport regions and surrounding areas before and 
after the COVID-19 pandemic. Full publications or 
abstracts presented at conferences and events were 
considered for inclusion. 

Sources of information

A comprehensive search was conducted through 
structured search strategies for the following databases 
on November 12, 2023: Medical Literature Analysis 
and Retrieval System Online (MEDLINE, via PubMed), 
EMBASE (via Elsevier), Cochrane Library (via Wiley), 
Biblioteca Virtual em Saúde (BVS), Epistemonikos, 
Health Systems Evidence, SCOPUS, and WHO-
COVID.

We also searched the following grey literature 
databases and preprint repositories: Data Archiving 
and Networked Services (DANS) and Open Science 
Preprints.

Additional unstructured searches were carried out 
on the following websites:
•	 International Maritime Organization (https://

www.imo.org/en/OurWork/IIIS/Pages/Port%20
State%20Control.aspx)

•	 World Ports COVID-19 Information Portal (https://
sustainableworldports.org/world-ports-covid19-in-
formation-portal/)

•	 Port Economics (https://www.porteconomics.eu/
category/thema/ports-covid-19/)

•	 Port Economics, Management and Policy (https://
porteconomicsmanagement.org/pemp/contents/
part9/ports-and-pandemic/)

•	 European Maritime Safety Agency (https://www.
emsa.europa.eu/)

•	 MEDPorts Association (https://medports.org/)

https://osf.io/cknhv/
https://osf.io/cknhv/
https://www.imo.org/en/OurWork/IIIS/Pages/Port%20State%20Control.aspx
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•	 American Association of Port Authorities (www.
aapa-ports.org)

•	 Centers for Disease Control and Prevention 
(https://www.cdc.gov/)

•	 McMaster Daily News COVID-19 (https://cov-
id19.mcmaster.ca/)

•	 Oxford COVID-19 Evidence Service (https://www.
cebm.net/oxford-covid-19-evidence-service/)

•	 World Health Organization (WHO) Coronavirus 
disease (COVID-19) pandemic (https://www.
who.int/emergencies/diseases/novel-coronavi-
rus-2019)
Manual searches were conducted in relevant 

reference study lists, and experts in the field were 
contacted. No language filter was applied, and there 
were no restrictions on date or language. The search 
strategies for each database and information source 
are detailed in Supplementary Material 1.

Study selection process 

The study selection process used the Rayyan 
platform in two phases [13]. The first phase involved 
reading the titles and abstracts of the references 
found by the search strategies, and the second phase 
involved reading the full text of “potentially eligible” 
studies to confirm eligibility. Justifications for excluding 
studies at this stage were reported. Two independent 
reviewers conducted both phases, and a third reviewer 
resolved discrepancies in decisions to include or 
exclude studies. 

Data extraction

Two reviewers independently extracted data from 
studies identified and included in this review, and 
discrepancies in information were resolved through 
consensus. The following data were collected for each 
study: publication year, study design, publication 
status (full article or abstract), study funding sources, 
atmospheric pollutants, and their monitoring systems, 
such as the Automatic Identification System (AIS), which 
is required on all vessels with gross tonnage, i.e., 
capacity volume exceeding 300 tons; and pollutant 
emission estimation model, capable of adjusting fuel 
consumption based on volume, power, speed, and the 
dynamic behaviour and operating mode of the vessel 
during a specified period. The AIS provides real-time 
data on the evolution of port calls (ship stops within 
the port) and maritime traffic (movement of vessels 
within and beyond the port’s 30 nautical miles range). 
Authors of included studies could be contacted if 
additional information was needed.

Data synthesis and presentation

The qualitative synthesis of included studies was 
presented using a narrative approach and in graphs and 
tables with descriptive statistics (percentage and mean/

standard deviation) related to atmospheric pollutant 
emission concentrations in different seaport scenarios. 

RESULTS

Search Results

Search strategies retrieved 3641 references. After 
removing 203 duplicates, 3438 references were 
selected for the screening process through title and 
abstract analysis. After eliminating 3428 references 
that did not meet the inclusion criteria, 10 were 
identified as potentially eligible studies. The full texts 
were analysed, and one study was excluded as it 
solely assessed the economic impact of the COVID-19 
pandemic on maritime transportation [14]. In the end, 
nine studies were included in the review [15-23]. The 
PRISMA flowchart of the study selection process is 
represented in Figure 1.

Characteristics of Included Studies

The main characteristics of the included studies 
are detailed in Table 1. All studies had a comparative 
observational design and were published as full 
articles. The studies were published between 2021 
and 2023 and assessed, among other outcomes, 
the impact of sanitary restrictions imposed by the 
COVID-19 pandemic on the emission of atmospheric 
pollutants in ports from various countries, including 
33,3% from China [15,17,23], 22,2% from Spain 
[16,21], and 44,5% from each of the following 
countries: Singapore [19], Italy [20], Brazil [22], and 
USA [18].

The monitoring systems varied among the studies; 
however, 75% utilised the AIS. Based on the data 
obtained, the studies adopted some models to estimate 
pollutant emissions from all vessels, such as the STEAM 
algorithm (Ship Traffic Emission Assessment Model) 
[16,21] or the MEET (Methodologies for Estimating Air 
Pollutant Emissions from Transport) and TRENDS (Transport 
and Environment Database System) models [19].

Furthermore, the studies reported monitoring and 
controlling climate variables and meteorological 
conditions, including temperature, humidity, wind speed 
and direction, precipitation, and thermal inversion 
episodes. The SENEM model (Ship’s Energy Efficiency 
Model), used by Durán-Grados et al. (2020) [16], 
predicts speed loss due to additional resistance in 
abnormal weather conditions (irregular waves and wind).

Most of the included studies evaluated emission 
factors through calculations for the following pollutants: 
carbon dioxide (CO2) and sulphur dioxide (SO2), 
related to vessel fuel; nitrogen oxides (NOx), related to 
the engine’s type (main and auxiliary); and particulate 
matter (PM 2.5 and 10), among others, such as carbon 
monoxide (CO) and ozone (O3). 
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Results of included studies

Table 2 presents the findings from the nine included 
studies, which compared the concentration of air 
pollutant emissions in seaport regions before and after 
the COVID-19 pandemic lockdown period.

Seven studies [15,16,18,19-21,23] provided 
numerical data (in percentage) for the comparative 
analysis of pollutant gas emissions between the pre-
pandemic (2019) and post-pandemic (2020/2021) 
periods. Regarding NO2, only one study [16] reported 
the percentage variation between the periods, showing 
a 63% reduction when comparing them. The same study 
showed an increase in O3 emissions by 38% in 2020 
compared to 2019. Ultimately, the studies by Gu & Liu 
(2023) [17] and He et al. (2023) [18] also identified 
an increase in concentrations of MP2.5, MP10, SO2 e 
O3 explained by the port congestion scenario, where 
the increase in vessel berthing time occurred due to 
the quarantine period, sanitary restrictions, and port 
logistics blockade

Figure 1: PRISMA Flowchart of the study selection process
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Table 1: Main characteristics of the included studies

Study, 
year Location

Monitoring system 
/ Emission estima-

tion model

Measured air 
pollutant 

concentrations

Sampling 
period Funding sources

Chen, 2021 Port of Ning-
bo, China

Electrochemical sensor 
package (‘home-

made’)

NO2, O3 e CO January to March
2020 versus 

February to March 
2019

National Key Research 
and Development of 
China and Natural 

Sciences Foundation 
of Zhejiang Province, 

China

Durán-Gra-
dos, 2020

Port of 
Algeciras 
and Strait 

of Gibraltar, 
Spain

AIS system / STEAM 
and SENEM

CO2, CO, NOx, 
SOx HC, NO2, 
NMVOC, PM 

90 days during the 
COVID-19 lock-
down versus ‘no 

pandemic period’

Ministry of Health, 
Andalusia, Spain, and 

other institutions

Gu, 2023 14 ports from 
China

AIS system / Panel 
Data Regression Model

PM2.5, PM10, CO, 
NO2, SO2 

January 2020 to 
July 2021 versus 

‘no pandemic 
period’

National Social 
Science Foundation of 

China

He, 2023 Port of Long 
Beach, USA

AIS system / Bottom-up 
method

CO2, CO, NOx, 
SOx, PM

2019 to 2021 Nanyang Technologi-
cal University, Singa-

pore.

Ju, 2021 Port of 
Singapore, 
Singapore

AIS system / MEET 
and TRENDS

CO2 2020 versus ‘no 
pandemic period’

No financial support 
reported

Mocerino, 
2021

Port of 
Naples, Italy

AIS system/ MEET NOX, SOX, PM 2020 versus 2019 No financial support 
reported

Mujal-Colil-
les, 2022

Port of 
Barcelona, 

Spain

AIS system / STEAM CO2, SO2, PM, 
NOx

March to June 
2020 versus 2019

IAMU and ACCI´O, 
Spanish MINECO 

program; 
European Research 

Council

Sarra, 
2022

Port of 
Santos,
Brazil

CETESB Monitoring / 
CETESB-QUALAR

PM, NOx, SOX 2020 versus 2019 No financial support 
reported

Shi, 2021 Port of 
Shanghai, 

China

AIS system / Botton-up 
method

CO2, CO, NOx, 
SOx HC, NO2, 

PM 

2020 versus 2019 National Natural 
Science Foundation of 

China

AIS: Automatic Identification System; CETESB: Environmental Company of the State of São Paulo; MEET: Methodologies 
for Estimating air Pollutant Emissions from Transport; NMVOC: non-methane volatile organic compounds; SENEM: Ship’s 

Energy Efficiency Model; STEAM: Ship Traffic Emission Assessment Model; TRENDS: TRansport and Environment Database 
System. CO2: carbon dioxide, SO2: sulfur dioxide, NOx: nitrogen oxides, PM: particulate matter, CO: carbon monoxide, 

O3: ozone, HC: hydrocarbons.
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Table 2: Results of included studies regarding pollutant emissions in Port regions

Study, year Location Measurement period Results

Chen, 2021 Port of Ningbo, 
China

2019 versus 2020 •	 Mean NO2 = 19.5 versus 7.2 ppb (- 63%)
•	 Mean O3 = 27.5 versus 7.5 ppb (+ 38%)
•	 Mean CO = 696.6 versus 648.5 ppb (- 7%)

Durán-Grados, 
2020

Port of Algeciras 
and Strait of 

Gibraltar, Spain

90 days during the COV-
ID-19 lockdown versus ‘no 

pandemic period’

•	 10% to 12% reduction in all the pollutants emis-
sions, compared to no pandemic period

Gu, 2023 14 ports, China January 2020 to July 
2021 versus ‘no pandemic 

period’

•	 Increase concentrations of PM2.5, PM10, SO2 e 
O3 (percentage data not reported), compared to no 
pandemic period

He, 2023 Port of Long 
Beach, USA

2019 versus 2021 •	 Overall pollutant emissions increase from 68% to 
85% due to port congestion in 2021
•	 Reduced CO2 emission: 52,527 versus 46,687 
million tonnes

Ju, 2021 Port of Singa-
pore, Singapore

2020 versus ‘no pandemic 
period’

•	 11% reduction in CO2, compared to no pandem-
ic period

Mocerino, 
2021

Port of Naples, 
Italy

2019 versus 2020 •	 NOx 332 t versus 62 t (- 18%)
•	 SOx  12,6 t versus 2,4 t (- 19%)
•	 PM  23,5 t versus 4,4 t (- 18%)

Mujal-Colilles, 
2022

Port of Barcelo-
na, Spain

2019 versus 2020 •	 NOx - 1,3% 
•	 CO2 - 1,8%
•	 No significant reduction in SO and PM

Sarra, 2022 Port of Santos,
Brazil

2019 versus 2020 •	 Operational activities (cargo handling) increased 
by 9.4% - bulk grain loading operation 
•	 Pollutant emissions in 2020 compared to 2019 
(numerical data not reported): 

Increase in PM10
Reduction in PM2.5
Reduction in SO2
Reduction in NOx

Shi, 2021 Porto de Shang-
hai, China

2019 versus 2020 •	 Ship count: 7.770 versus 4.085 (- 52,5%) 
•	 Average berthing time: 1,16h versus 4,64h (larg-
er ships > time)
•	 Reduction in pollutant emissions in 2020 com-
pared to 2019:

14,7% CO2
16,6% CO
10,5% HC
13,3% NOx
16,3% PM2.5
16,2% PM10
15,7% SO2

CO2: carbon dioxide; CO: carbon monoxide; HC: hydrocarbons; NOx: nitrogen oxides; PM2.5: particulate matter with a 
diameter less than 2.5 micrometers; PM10: particulate matter with a diameter less than 10 micrometers; SO2: sulfur dioxide; 

SOx: sulfur oxides; AA: auxiliary engine; ME: main engine; μg/m3: micrograms per cubic meter; t: tons.
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DISCUSSION

This scoping review was developed to identify 
and synthesise available evidence on the impacts of 
restrictions imposed by the COVID-19 pandemic on port 
activities concerning atmospheric pollutant emissions. 
Nine descriptive observational studies published 
between 2020 and 2023 were identified, analysing 
the emission of pollutant gases in ports of five countries 
and comparing periods before and after the COVID-19 
pandemic. Seven studies showed a reduction of around 
7% to 63% in the emission of CO2, NO2, CO, HC, 
NOx, SOx HC, MP2.5, and MP10, and an increase 
of 38% in O3, which is closely related to the decrease 
in NO2 concentration in a scenario of volatile organic 
compounds. This variability in emissions is probably 
attributable to factors such as the varying sizes of the 
ports, their potential for maritime operations, and the 
number of vessels they accommodate. Additionally, 
two studies [17,18] observed increased greenhouse 
gas emissions explained by port congestion during 
COVID-19 restrictions. Conversely, one study [23] 
identified a reduction of over 50% in the number 
of ships in the port of Shanghai, likely due to large-
scale suspension measures taken by cargo transport 
companies to mitigate pandemic-induced losses. 
Notably, the restrictive measures adopted to contain the 
pandemic led to decreased vehicle circulation, such as 
heavy trucks, in the port area and surroundings, likely 
enhancing the observed pollutant emission reduction 
in the studies. 

The measurement systems for atmospheric pollutant 
emissions from different vessels consider energy 
demand and, therefore, the ship’s dynamic behaviour 
and operation mode. Thus, emission models related 
to maritime transport within a spatial region typically 
consider separate emission modes for each vessel, i.e., 
cruising, manoeuvring, hoteling, and berthing [21].

Other factors affecting the estimates of air pollution 
from ships are related to engine and fuel type [18]. 
The total fuel consumption and emissions that ships 
generate depend on the vessel type and the emission 
mode under which the engine operates. When the 
ship cruises, the main auxiliary engine works while the 
boiler is closed. The main engine, auxiliary engine, 
and boiler will operate simultaneously when the ship is 
in manoeuvring and anchoring conditions. However, 
when the ship is in berthing operation, the main engine 
is turned off while the auxiliary and the boiler are still 
operating [23]. In some countries, the berthing time 
was longer due to strict quarantine measures, resulting 
in more CO2 and SO2 produced by the boilers of 
merchant ships, even though the greater volume of 
pollutants comes mainly from the main engines [17]. 
Hence, the pandemic may have altered the emission 
distributions of vessels due to changes in their activities. 

Assigning the appropriate emission mode is crucial 
for a more accurate emission estimate. Although the 
AIS system provides navigation status information, it is 

a fixed variable on the vessel. The ship’s crew manually 
changes the AIS status and is therefore vulnerable to 
human errors and delays. Thus, the model used to 
estimate vessel emissions should consider the vessel’s 
speed and location (within or outside port facilities) and 
the navigation status provided by AIS data. Another 
critical point is the relationship between passenger 
ships (cruise tourism) and pollutant emissions. These 
vessels operate constantly with a large cargo volume 
and high speeds, accounting for a significant portion of 
air pollution despite representing a smaller proportion 
of maritime traffic [21]. 

There is a strong correlation between the vessel’s 
operation mode and its overall contribution to pollution. 
This aligns with the fact that more environmentally 
friendly navigation can only be achieved by reducing 
the average speed of vessels. The emission factor, 
the most critical parameter for estimating pollutant 
emissions, can be affected by various external factors, 
including engine types (main engine, auxiliary engine, 
boiler), fuel types (residual oil, marine distillate oil, 
marine gas oil), and engine status (low-speed diesel, 
medium-speed diesel) [23].

The increase in particulate matter emissions is 
related to the movement and loading of solid bulk 
cargo, such as soybeans and corn. One study [22] 
conducted at the port of Santos showed an increase in 
the proportion of solid bulk from 2019 to 2020, from 
49% to 51.6%, with an increase in PM10 averages 
during the same period accompanied by a reduction 
in PM2.5 concentrations. According to the authors, the 
higher movement of solid bulk tends to decrease the 
PM2.5/PM10 ratio due to the increased emission of 
PM10.

Another critical factor in calculating ship emissions 
is considering weather and meteorological conditions 
that can influence the dispersion of gases and particulate 
matter, including the direction and speed of wind, 
direction and height of waves, thermal inversions, and 
precipitation. The study of wind behaviour is crucial as 
it affects pollutant dispersion conditions. Rainy weather, 
for example, reduces concentrations of atmospheric 
pollutants and increases air humidity, directly affecting 
sensor accuracy [19,20]. In this review, all included 
studies considered these measurements in their 
estimates of pollutant emissions. 

The strengths of this scoping review involve the 
broad and sensitive search across various general 
databases and sources of information related to 
maritime port activities. Other aspects that provide 
methodological robustness involve the selection and 
data extraction performed in duplicate and adopting 
methods recommended by the Joanna Briggs Institute 
Manual for scoping reviews [11]. Limitations are 
related to the data obtained from the included studies, 
mainly due to possible imprecision of some monitoring 
systems and algorithms used for pollutant emission 
estimation and differences between port policies and 
pandemic restrictive measures among the analysed 
countries. Additionally, although there appears to 
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be a relationship between pollutant emissions, fuel 
consumption, and the number of vessels in the region, 
several other factors play an essential role in the final 
values of air quality, including vehicle traffic, which 
was reduced during the pandemic. No similar scoping 
reviews were found. 

This scoping review provides some critical insights 
into understanding the effects of port activities on 
health and the environment, developing practical 
implications, and identifying preventive and mitigating 
strategies for atmospheric pollution in coastal cities. 
Fundamental measures need to be taken to improve the 
efficiency of port logistics and air quality in port cities. 
Port infrastructure and handling equipment should be 
modernised to enhance operational efficiency [24]. 
Furthermore, port authorities and stakeholders should 
strengthen cooperation between sectors to modify 
sustainability environmental policies and legislation, 
promote more environmentally friendly navigation, 
rigorously monitor companies by environmental 
agencies, and quantify pollutants and particulate matter 
through reliable real-time data systems. Implementing 
Green Port concepts [25] is also essential and has 
implications for future research. Prospective and high-
quality methodological studies are needed to analyse 
and monitor the impact of atmospheric pollution on the 
health of port workers and the resident population to 
provide evidence to support strategies to mitigate air 
pollution in seaport areas.

CONCLUSION

The findings of this scoping review showed a 
reduction in pollutant and particulate matter emissions 
during the period of port activity restrictions imposed 
by the COVID-19 pandemic worldwide, compared to 
the same period in 2019. This reduction was mainly 
attributed to the reduced activity of vessels and vehicle 
circulation. These findings can provide valid scientific 
evidence to support the air pollution control policies 
in coastal cities and assist in ensuring sustainable 
practices, environmental regulations, and monitoring 
for mitigating air pollution in port regions.
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SUMMARY

We reviewed the statistical assessments of the agreement between two measurement methods of continu-
ous variables together with their recent contributions about the sample size calculation based on the “two 
one side t-tests (TOST) extensions to the individual equivalence. We generalized a restricted null hypothe-
sis that constitutes a particular case in finding the supremum of the probability of rejecting the equivalence 
under the null hypothesis (H0) and which, obviously, limits its applicability.
Particularly, we devise and propose an exact procedure for calculating the sample sizes for individual 
equivalence, as an expression of the agreement between two measurement methods, by using a size a 
test (that is, with adequate control of Type I error), based on the non-central bivariate t distribution with 
correlation equal to 1 and to the related functions for calculating a and 1-b probabilities.
Furthermore, our devised procedure allows to calculate the sample sizes by choosing between two most 
suitable formulations of the global parameters space of the null and alternative hypotheses; indeed, they 
are based on the portion of the distribution of the differences between the two measurement methods or 
on appropriately chosen agreement thresholds.
Thereafter, we compared our theoretical results with the recently published proposals of the sample size 
calculation for the Bland and Altman agreement analysis by means also of simulation studies.
Finally, a program written in the open-source R language to perform sample size calculations according 
to our procedure is available upon request.
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size calculation; Individual equivalence.
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INTRODUCTION

Let’s define the statistical model of an agreement 
study between two measurement methods of 
quantitative variables without replicates, according 
to the usual model of study carried out in clinical 
and, above all, laboratory settings. It has to be noted 
that in the context of an agreement study the two 
measurement methods under comparison are expected 
to be of equivalent precision. Particularly, there is an 
“Old measurement method” that can be defined as 
“Standard” (but without the connotation of a “Gold 
Standard”) and a “New measurement method” that 
can be defined as “Experimental” or “Test” (thereafter, 

Test for simplicity). In addition, the Test method has 
some advantages over the current Standard (lower 
cost, greater simplicity of execution, for example), but 
to replace the “Old/ Standard measurement method” 
it must be proved to be “essentially equivalent” in the 
context of an agreement study.

Let’s assume that the variable X, Gaussian 
distributed [X~G( 2,X Xµ σ )], represents the values of the 
Standard and that the variable Y, Gaussian distributed 
[Y~G ( )2,Y Yµ σ ], represents the values of the Test.

Thus, a measurement value of the Standard 
can be expressed as: 1 1i i iXX = β µ + ξ + ε  and a 
measurement value of the Test can be expressed as: 

2 2 .i i iYY = β µ + ξ + ε  From the above definitions, it is 

https://orcid.org/0000-0003-0980-4008
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assumed that each value is obtained by the sum of the true 
value (µi with i = 1, …, n) of the i-th subject/laboratory 
sample multiplied by a fixed constant (b1 or b2),  
of the effect of the measurement method (ξj, with j = 1, 2  
for the Standard and the Test, respectively), and of 
the measurement error ξij, considered individually and 
independently distributed for the i-th subject/laboratory 
sample. This error component, is assumed (as a usual 
assumption) to be Gaussian and independently 

distributed: 2~ (0, )X XG ε
 ε σ   and 2~ (0, )Y YG ε

 ε σ  , 
respectively.

Furthermore, it has to be outlined that b1 ≠ 1 and  
b2 ≠ 1 cause the occurrence of a proportional error 
which can be of different magnitude for the two 
measurement methods under comparison. In addition, 
if 1 0ξ ≠  and 2 0ξ ≠ , there will be a systematic error 
for the two measurement methods under comparison. 
Indeed, the paired differences between measurement 
methods in perfect agreement lie on the bisecting line 
of the first cartesian plane with intercept equal to 0 
and slope equal to 1. 

Otherwise, the systematic and proportional 
error between the two measurement methods will 
be considered when, in the agreement analysis the 
differences will be regressed on their means according 
to Bland and Altman [4,5]. Obviously, the difference 
between the population means (ξ1 and ξ2) of the two 
measurement methods can be the source of a possible 
“systematic error”.

Taking into account the agreement between the two 
measurement methods under comparison, we focus on 
their paired sampling differences:

( )1 1 2 2

1 2 1 2 1 2

i i i i iX i iY

i i X Y X Y

D X Y= − = β µ + ξ + ε − β µ + ξ + ε

= β µ − β µ + ξ − ξ + ε − ε = ξ − ξ + ε − ε

These differences (Di) are given by the difference 
between the values of the two measurement methods 
and of their measurement errors, since, under the 
agreement assumption, the multiplicative constant of 
the true values are assumed to be equal (b1 = β2 =β, 
even if they are not equal to 1) and the true values 
(µi), equal components of the two above reported 
expressions, are removed together with the biological 
variability of each subject/laboratory sample.

Finally, Di, being the difference of two independent 
Gaussian distributed variables with measurement error, 
is Gaussian distributed with mean µD, and variance 

2 2 2
D X Yε εσ = σ + σ , both unknown. However, under the 

agreement situation, µD is expected to be almost zero 
and 2 2 22 or 2D X Yε εσ ≈ σ ≈ σ , since it is expected that 

2 2
X Yε εσ ≈ σ  with correlation equal to zero. Thereafter, 

µD and σD will be indicated as µ and σ for semplicity.
It should be emphasized that agreement studies 

carried out in clinical settings are not always preceded 
by the pertinent assessments of accuracy, precision, 
reliability, repeatability and reproducibility of the 

new (Test) measurement method as practically always 
happens in laboratory environments where there is a 
greater knowledge of the measurement aspects and a 
stricter adherence to the pertinent guidelines. Therefore, 
it is possible that a new clinical measurement method 
is compared with the current standard without having 
satisfactory metric properties.

Statistical analysis and Sample size for agreement 
studies 

It is widely recognized that biomedical researches 
have to be adequately powered in order to have a 
satisfactorily high probability to achieve their (primary) 
objectives.

Of course, also agreement studies between two (or 
more) measurement methods need to be adequately 
powered, although there does not seem to be adequate 
attention to this aspect, as reported by a recent review 
by Han et al. [1]. Particularly, Han et al. [3] wrote that: 
“only 27 studies out of 82 (33%) gave justification for 
their sample size”.

Furthermore, also Kottner et al. [4] and Gerke et al. 
[5] have pointed out that formal justifications for sample 
size were rarely reported in agreement studies.

We are interested in sample size calculations for 
agreement studies on quantitative variables carried 
out according to the Bland and Altman approach [1,2] 
(thereafter B&A, for simplicity). 

Indeed, Han et al. [3] reported that agreement 
studies on continuous variables are very frequently 
carried out by calculating the limits of agreement 
(LoAs) according to B&A’s method [1,2] that “enables 
us to separate systematic and random error, which r 
(the correlation coefficient: authors’ note), combines 
into a single measure” as B&A wrote [6]. 

However, it has to be stressed that researchers often 
consider and use the B&A’s procedure [1,2] simply as 
a “graphical approach” without paying due attention 
to its assumptions and conditions which have to be 
fulfilled in order to draw valid conclusions. Particularly, 
the Gaussian distribution of the differences, the equality 
of the variances of the two measurement methods, the 
absence of relevant systematic bias and, above all, 
the absence of relevant proportional bias, as Taffè [7] 
has recently reiterated. Furthermore, it has also to be 
said that, unfortunately, these assumptions are unlikely 
to hold in practice. 

It has to be stressed that the sample size calculation 
for agreement studies has progressively been moved to 
the sample size for equivalence studies. Furthermore, 
from equivalence studies focussed on the equivalence 
of means (ABE: Average BioEquivalence), the recent 
methodological contributes deal with the Population 
BioEquivalence (PBE) aspect in which the agreement limits 
must include a relevant part of the central population of 
the differences between two measurement methods, and, 
finally with the individual bioequivalence (IBE) where the 
assessment is made on the differences between values 
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measured on the same unit and, consequently, paired. 
Particularly, the usual 95% limits of agreement (LoA) 
encompass the 2.5th percentile and 97.5th percentile 
of the distribution of the paired differences between 
the values recorded by the measurement methods on 
the same specimen/subject. Accordingly, sample sizes 
procedures have been proposed.

Therefore, we considered outdated the proposed 
sample sizes calculations based on the precision of the 
95% Confidence Interval (CI) of the LoAs according 
to a generic recommendation given by Bland on his 
website [8]: “I usually recommend 100 as a good 
sample size, which gives a 95% CI about ± 0.34s, 
being “s” the standard deviation of the differences 
between the measurements of the two methods. A 
sample of 200 subjects is even better, giving a 95%CI 
about ± 0.24s. As with all estimation, to determine the 
appropriate sample size the researchers must decide 
what accuracy is required.”

Moreover, Bland’s suggestion [8] cannot be 
considered completely shareable owing to the fact that 
the required precision of the LoAs can be obtained 
only about the 50% of the cases as firstly highlighted 
by Cesana and Antonelli [9] and recognized also by 
Lu et al. [10].

Likewise, we do not consider the sample sizes 
calculations approaches by Shieh [11] and Shieh [12] 
with the exact centile calculation, shown by Carkeet 
[13] and by Carkeet and Goh [14], for having 
an adequate probability, defined as “assurance 
probability”, of obtaining 95%CI intervals width of the 
LoA less than a required width.  Similarly, we do not 
consider the sample size calculation proposed by Jan 
and Shieh [15]. 

Bland-Altman’s method and its sample size  
calculation

We focus our attention on the sample size 
calculation proposed by Shieh [16] together with 
the TOST procedures for assessing the agreement 
proposed by Liu and Chow [17], Lin et al. [18], 
and Lu et al. [10], considered in Shieh’s paper [16], 
together with the B&A’s approach [1,2] based on the 
approximate confidence intervals of normal centiles.

Considering that “to establish the agreement 
between two methods, the central portion of the 
distribution of paired differences needs to be within 
a close range around zero”, Shieh [16] calculated 
the supremum of the Type I error (α) under a null 
hypothesis of no equivalence attained “when the 
two centiles coincide with the boundary values 

{ } { }1
ˆ ˆ; ; ”.p p−θ θ = −∆ ∆  This sentence leads to the 

simultaneous equality of 1
ˆ ˆwith and withp p−θ − ∆ θ ∆ .

Rather curiously, also in the Krishnamoorthy and 
Mathew’s book [19] (on page 35, equation 2.3.11) 
there is a similar unproved sentence “note that the 
supremum in the above equation is attained at 

(1 )/2 (1 )/2and ul p pL z L z+ += µ − σ = µ + σ” where the  

(1+p)/2 subscript corresponds to the population 
proportion, defined p in our notation. It has to be 
stressed that the affirmation of Krishnamoorthy and 
Mathew [19], followed by Shieh [16], is valid only 
in a particular subset of H0 as we will demonstrate 
and, consequently, it has to be considered unsuitable 
because it is not general. 

Moreover, consequently to his definition of the 
supremum under H0, Shieh [16] calculated the critical 
value γ1-α such that the statistical test is of size α. Then, 
the statistical agreement test rejects the null hypothesis 

if γ1-α < TL and TU < -γ1-α where ( ) ( )2 /LT D S n= + ∆  

and ( ) ( )2 /UT D S n= − ∆  where D  and S2 are the 
sample mean and the variance of the differences, 
respectively, n is the sample size and ∆ is the 
equivalence threshold. 

Furthermore, consistently with his calculated critical 
value γ1-α, Shieh [16] claimed that the Type I errors of 
the considered TOST approaches by Liu and Chow 
[17], B&A [2], Lin et al. [18] and Lu et al. [10] turned 
out to be too much conservative.

Aim of the paper

Aim of our paper is to show the appropriate sample 
size calculation approach for agreement studies carried 
out according to the “individual equivalence” model. 
It has to be noted that the appropriate approach must 
consider all the possible pair (µ;σ) under H0 and HA and, 
consequently, it should not be limited to particular cases.

Indeed, we have found that Shieh’s proposal [16] is 
valid only in a particular context and, consequently we 
propose an exact general procedure for calculating the 
sample size for individual equivalence by using a size 
α test (that is, with adequate control of Type I error), as 
defined by Casella and Berger [20], based on the non-
central bivariate t distribution, with correlation equal to 
1 and Owen’s Q functions [21] for calculating α and 
1-β probabilities.

Furthermore, we consider two different sample 
size calculation approaches: the first is based on the 
population proportion (p) or on its corresponding 
normal quantile (zp), and the second is based on the 
agreement threshold (∆).

Particularly, keeping fixed ∆, it is possible to 
hypothesize a population proportion under HA greater 
than the population proportion under H0 (pA > p0) or, 
equivalently, in the terms of the quantiles zpA > zp0. Vice 
versa, keeping fixed the population proportion (p) or 
the normal quantile zp, it is possible to hypothesize, 
under HA, a narrower interval (-∆A, ∆A) than under H0 
(-∆0, ∆0).

Furthermore, we compare our results with those 
coming from the recent proposal of Shieh [16] and in 
particular with those from Liu and Chow [17] procedure. 

Finally, we clarify whether the TOST procedure 
applied to the individual equivalence is of size α or 
of level α, according to the definition of Casella and 
Berger [20].
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The Methods section details the theoretical 
approach of the sample size calculation. Even if 
the more technical aspects have been moved to 
appropriate appendices so as not to interrupt the flow 
of presentation and of the reasoning, the following 
topics will be considered: (i) Null (H0) and alternative 
(HA) hypotheses together with their parameter space; 
(ii) Outlines of the proposed procedure; (iii) The 
probability of rejecting H0 and its calculation. Then, the 
paragraph “Sample size calculation” shows: (A) the 
determination of the non-centrality parameters under 
H0 and HA; (B) the alternative hypothesis according 
to two proposed different approaches (Case 1: model 
with fixed population proportion p0. Case 2: model 
with fixed agreement threshold Δ); and (C) the Sample 
size calculation procedure.

The Results section shows the “Tables of the sample 
size” for the main common and sensible scenarios of 
agreement studies, the “Comparisons between the 
sample sizes calculated with p fixed (Case 1) and ∆ 
fixed (Case 2)” and “a particular approach: the sample 
size calculation under two simple hypotheses”. Then, 
there are the results of simulation studies focussing on: 
(A) Check of the fulfilment of the nominal significance 
level α, and (B) Check of the fulfilment of the nominal 
power (1 - β). A paragraph about the “comparisons 
among the different considered methods: our new AC 
procedure, Shieh [16], Liu and Chow [17], Bland 
and Altman [2], Lin et al. [18] and Lu et al. [10] and 
a paragraph “Check of the fulfilment of the nominal 
significance level α of the various methods” follow.

The two paragraphs “Considerations about the 
canonical null hypothesis H0 and Shieh’s approach 
[16]” and “Considerations about Liu and Chow’s 
TOST procedure [17] and our AC procedure” precede 
the Discussion section that concludes the paper. 

METHODS

Let’s denote the 100p-th centile of the Gaussian 
distribution G(µ,σ2) as p pzθ = µ + σ , where zp is the 
100p-th centile of the standard Gaussian distribution 
G(0, 1); it has to be noted that we use the lowercase 
“p” notation to define the centile of a distribution. 

Null (H0) and Alternative (HA) Hypotheses 
together with their Parameter Space

To establish the agreement between two 
measurement methods, a relevant central portion 
(defined as a capital “P”: P = 2p-1) of the distribution 
of the paired differences needs to be within a narrow 
interval (say, -Δ, Δ) around zero.

Thus, the statistical test is formulated as an 
equivalence test with the null (H0) and the alternative 
(HA) hypotheses given by:

	 ( ) ( )0 1: p pH −θ ≤ −∆ ∨ θ ≥ ∆

	 ( ) ( )1vs. :A p pH −−∆ < θ ∧ θ < ∆   	   Formula 1

Otherwise, being 1 p pz−θ = µ − σ , p pzθ = µ + σ  
with p >0.5, and 0Rµ ∈ σ > ,

	 ( ) ( )0 : p pH z zµ − σ ≤ −∆ ∨ µ + σ ≥ ∆  vs.

 ( ) ( ):A p pH z z−∆ < µ − σ ∧ µ + σ < ∆ , respectively. 

The null (H0) and the alternative (HA) hypotheses 
depend on µ and σ, being fixed the other parameters 
(p and ∆). These hypotheses have an adequate 
geometrical representation in the R2 space, by placing 
µ on the horizontal X axis and σ on the vertical Y axis 
as shown in Figure 1 (Panel A and Panel B). 

The alternative hypothesis HA can be reported as:

	 −∆ < µ < ∆   and , 

	 ( ) ( )/ / 0p pz zσ < ∆ − µ ∧ σ < ∆ + µ ∧ σ >

ultimately as:

  
( ) ( )

( )
; :

0 /A
p

H
z

 µ σ −∆ < µ < ∆ ∧ =   < σ < ∆ − µ   
      Formula 2

Thus, the HA space corresponds to the points 
(µ; σ) inside the ABC triangle, shown in Figure 
1 (Panel B), determined by the lines: σ = 0; 

( ) ( )/ ; /p pz zσ = ∆ − µ σ = ∆ + µ

The null hypothesis H0 is the complementary set of 
HA and, therefore, is simply the set of points (µ;σ) of the 
positive half-plane of the ordinates (σ > 0) not inside 
the triangle ABC.

Formally, H0 is the union of two subspaces: 
0 0 0A BH H H= ∪ , where:

( ) ( ){ } ( ) ( ) ( ){ }= µ σ µ − σ ≤ −∆ = µ σ −∞ < µ < ∞ ∧ σ ≥ ∆ + µ >0 ; : ; : / 0A p pH z z

( ) ( ){ } ( ) ( ) ( ){ }= µ σ µ − σ ≤ −∆ = µ σ −∞ < µ < ∞ ∧ σ ≥ ∆ + µ >0 ; : ; : / 0A p pH z z  is the region on the left of 
the half-line on which the side AC lies, and 

( ) ( ){ } ( ) ( ) ( ){ }= µ σ µ + σ ≥ ∆ = µ σ −∞ < µ < ∞ ∧ σ ≥ ∆ − µ >0 ; : ; : / 0B p pH z z

( ) ( ){ } ( ) ( ) ( ){ }= µ σ µ + σ ≥ ∆ = µ σ −∞ < µ < ∞ ∧ σ ≥ ∆ − µ >0 ; : ; : / 0B p pH z z  is the region on the right of 

the half-line on which the side BC lies.

Thereafter, H0 can be briefly defined as:

( ) ( )
( )0

; :

/ 0p
H

z

 µ σ −∞ < µ < +∞ ∧ =  
σ ≥ ∆ − µ >  

 	   Formula 3

Thus, the H0 space is represented by the positive 
half-plane of the Y axis with the exclusion of the inner 
points of the ABC triangle, with vertices A = (-∆; 0), 
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B = (∆; 0), and C = (0;σ = ∆/zp), shown in Figure 1 
(Panel A).

It should be noted that the alternative hypothesis HA 
specifies that there is at least P = 2p -1 central portion 
of the distribution of the paired differences in the range 
(−∆, ∆), while the null hypothesis H0 specifies that the 
central portion P included in the range (−∆, ∆), is less 
than 2p-1.

Outlines of the proposed procedure

Following Shieh [16], “a natural rejection region to 
assess”, at a significance level α, a central P portion 

1( ; )p p−θ θ  of a Gaussian population of the differences 
D~G(µ;σ) with the p-centile “p” equal to: p = (P + 1)/2 
is given by:

{ }1
ˆ ˆ

p pE −= −∆ < θ ∧ θ < ∆  		      Formula 4

with 1 1
ˆ /p D k S n− −αθ = −  and 1

ˆ /p D k S n−αθ = +

1
ˆ /p D k S n−αθ = + , being k1-α an opportune constant to be 

determined to control the Type I error probability; 
furthermore, “ ”D  and “S” are the sample mean and 
the sample standard deviation of the distribution of the 
differences, respectively.

Denoting with Pr{E} the probability of rejecting H0, 

we obtain: { } ( ) ( ){ }1
ˆ ˆPr p pPr E −= −∆ < θ ∧ θ < ∆  

Our sample size calculation procedure is based on 
the two following main steps.
a.	 In order to keep the Type I error always less than or 

equal to the prefixed α for any pair of values (µ;σ) 
within the H0 space, the k1-α coefficient has to be 
determined so that the superior of the probability 
of the event E is equal to α: { }

0
supH Pr E = α . The 

superior is calculated in order that the Type I error 
is always ≤ α. 

	 We will demonstrate that, under H0, the Type I error 
reaches its supremum value (α) in the two points 

( ) ( ); = ; pz µ σ µ ∆ − µ   for +µ → −∆  and for 

−µ → ∆  corresponding to the points A and B of 
the ABC triangle (Figure 1, Panel A), instead of the 

point ( ) ( ); = 0; / pzµ σ ∆ , claimed by Shieh [16], 
corresponding to the vertex C of the ABC triangle 
(Figure 1, Panel B). 

b.	 The sample size “n” is calculated so that the 
{ }inf 1

AH Pr E = − β . Thus, the power of the test is 
always not inferior to the prefixed threshold of  
1 - β for any pair of values (µ;σ) in the HA space. We 
will demonstrate that, under HA, the power attains 
its lower extremum in the point ( ) ( ); = 0; / pzµ σ ∆  
corresponding to the vertex C of the ABC triangle 
(Figure 1, Panel B), in agreement with Shieh [16]. 

The sample size calculation is based on the non-
central bivariate t distribution with correlation equal 
to 1 and Owen’s Q formulation, together with some 
related theorems [21].

The probability of rejecting H0: Pr{E}

The event { }1
ˆ ˆ

p pE −= −∆ < θ ∧ θ < ∆  after some 

algebraic steps, can be written as:

( ) ( )
( ) ( )

1

1

/ /

/ /

D S n k
E

D S n k

−α

−α

 + ∆ > ∧ =  
− ∆ < −  

       Formula 5

Owen [21] (page 437) wrote that the statistics:

( ) ( )/ /LT D S n= + ∆  and  ( ) ( )/ /UT D S n= − ∆

are distributed as non-central Student’s t 
distributions, with ν = n – 1 degrees of freedom and non-
centrality parameter τ given by: τL=(µ+∆)/(σ/√n) and 
τu=(µ-∆)/(σ/√n), respectively. Our demonstration of 
Owen’s affirmation [21] is given in the Appendix A.

Furthermore, if these statistics are jointly considered, 
they are distributed as a non-central bivariate t with 
correlation equal to 1, according to Owen [21] who 
refined the definition of a multivariate t-distribution 
given by Dunnett and Sobel [22].

Figure 1. Space of the null hypothesis (H0, Panel A) and space of the alternative hypothesis (HA, Panel B)
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Thus, the probability of the event E is:

	  	 

where [tν,τL;tν,τU] is a non-central bivariate 
t-distribution with degrees of freedom ν, non-centrality 
parameters τL and τU, and correlation equal to 1.

Particularly, Pr{E} can be calculated using statistical 
packages that implement the non-central bivariate 
t distribution such as Owen’s package “OwenQ” 
[23] that implements also the well-known Owen’s Q 
functions [21] or “PowerTOST” package [24] or using 
the package “mvtnorm” from Genz et al. [25] with a 
non-deterministic procedure.

From Owen’s formulas [21] for calculating Pr{E}, it 
is possible to note the following two useful properties 
of Pr{E}:
a.	 Pr{E} depends on the non-centrality parameters τL 

and τU. Particularly, Pr{E} increases when τL increas-
es and when τU decreases, as it is possible to verify 
by calculating the area of the cumulative non-cen-
tral bivariate t density function. For example, with 
n = 134 and k1- α =17, when τL = 15 and τU = -15, 
Pr{E} = 0.00752; moreover, when τL = 21 and τU = 
-15, Pr{E} = 0.0857. Finally, when τL = 21 and τU 
= -21, Pr{E} = 0.99437. 

b.	 { } { }Pr , Pr ,L U U LE E| τ τ = | −τ −τ . That is, Pr(E) val-
ue does not change even when τL = -τU and τU = 
-τL. 

Calculation of { }
0Hsup Pr E  

Theorem: { }
0

sup PrH E , under H0, is attained as a 
limit when the generic point (µ;σ) tends to A (-∆; 0) on 
the AC side or tends to B (∆; 0) on the BC side of the 
ABC triangle shown in Figure 1 (Panel A).

UnderH0, the conditions are: ( ) ( )and / 0pz−∞ < µ < +∞ σ ≥ ∆ − µ >
( ) ( )and / 0pz−∞ < µ < +∞ σ ≥ ∆ − µ > .

It is well evident that the critical points lie on the 
boundary of the H0 space; particularly, on the sides 
AC 0 0( )pzµ − σ = −∆  or CB 0 0( )pzµ + σ = ∆  of 
the ABC triangle excluded its A and B points since, 
obviously, σ > 0. 

Considering the points on the side AC, the 
conditions are:

0−∆ < µ ≤  and ( ) ( )/ / .p pz zσ = ∆ − µ = ∆ + µ

Consequently, the two non-centrality parameters 
become: 

/

and

/

L p

p p

U p p

z n
n

z n z n

z n z n
n

µ + ∆ µ + ∆
τ = = ⋅

∆ − µσ
µ + ∆

= ⋅ =
∆ + µ
µ − ∆ µ − ∆ µ − ∆

τ = = ⋅ = ⋅
∆ + µ∆ − µσ

Therefore, on the side AC of the ABC triangle, τL 
is a constant, while τU is a branch of a hyperbola; 
particularly, we obtain the following limits:

	 lim L pz n
+µ→−∆

τ =  and lim U
+µ→−∆

τ = −∞ .

Furthermore, for the side BC of the ABC triangle the 
conditions are: 

0 ≤ µ < ∆  and ( ) ( )/ /p pz zσ = ∆ − µ = ∆ − µ

Consequently, the two non-centrality parameters 
become:

	
/L pz n

n
µ + ∆ µ + ∆

τ = = ⋅
∆ − µσ

 and

	 /U p pz n z n
n

µ − ∆ µ − ∆
τ = = ⋅ = −

∆ − µσ  

Therefore, on the side BC of the ABC triangle, τL 
is a branch of a hyperbola, while τU is a constant; 
particularly, we obtain the following limits: 

andlim limL U pz n
− −µ→∆ µ→−∆

τ = +∞ τ = − .

Figure 2 shows the graphs of τL (long-dashed line) 
and τU (dashed line) functions against µ. It is possible 
to see that the two functions reach their vertical 
asymptotes (+∞; -∞) when µ tends to +∆ or to -∆, 
respectively. 

Figure 2. Graphs of the τL (long-dashed line) and τU 
(dashed line) functions against µ

By recalling the properties of Pr{E}, 

{ }
0

sup PrH E  is obtained when −µ → +∆  and 

( )lim / 0pz
−

+

µ→∆
σ = ∆ − µ = , since τL increases to +∞  

and τU is constant or when +µ → −∆  and 

( )lim / 0pz
+

+

µ→−∆
σ = ∆ − µ = , since τL is constant and 

Formula 6
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τU decreases to -∞. This occurs on the boundary of 
the H0 space at the points B and A of the ABC triangle 
shown in Figure 1 (Panel A).

Thus, the superior under H0 of the Pr{E} is given by:

at the point B. It has to be noted that [tν,τL; tν,τU] is a 
non-central bivariate t with correlation equal to 1.

In the case of the point A of the ABC triangle, the 
conditioning is given by: τL = zp√n; τU = -∞.

It is worthwhile to stress that the superior of the 
Pr{E} under H0 is equal in the points A and B of the 
ABC triangle, according to the previously reported 
property b of Pr{E}. 

This conclusion disagrees with Shieh’s affirmation 
[16] that the upper extremum is obtained when 
( ) ( )−θ = −∆ ∧ θ = ∆1 p p , or, equivalently, when ( ) ( )µ = ∧ σ = ∆ p0 / z 

( ) ( )µ = ∧ σ = ∆ p0 / z at the coordinates of the vertex C of the 
ABC triangle.

We will demonstrate in the following that Shieh’s 
affirmation [16] is valid only under a condition more 
restrictive than that foreseen by the canonical H0.

According to a geometrical approach, it has to 
be noted that starting from the vertex C (µ = 0 and 
σ = ∆/zp) of the ABC triangle, and going down on 
the side AC the probability Pr{E} increases owing to 
the fact that τL is constant and τU decreases tending 
to -∞. Furthermore, going down on the side BC, 
Pr{E} increases since τL increases tending to +∞ and 
τU is constant. So, the point C is not the place of the 
supremum of Pr{E] as Shieh affirmed [16].

In fact, the point C of the ABC triangle has 
coordinates: L p U pz n and z nτ = τ = −  very far from 

the points A or B where Pr{E} reaches its supremum 
value (Figure 1, Panel A). 

Consequently, we have appropriately modified 
Shieh’s [16] sample size calculation and we will give 
the correct formulation for the general canonical case.

Calculation of { }inf Pr
AH E

Theorem: { }inf Pr
AH E , under HA, corresponds to 

the point C (µ = 0, σ = ∆/zp).
Under HA, the conditions are: ( ) and 0 / pz−∆ < µ < ∆ < σ < ∆ − µ 

( ) and 0 / pz−∆ < µ < ∆ < σ < ∆ − µ  corresponding to the inner points 
of the ABC triangle.

Also in this case, the points at which Pr{E} attains 
its infimum are located on the edge of the HA space, 

particularly on the sides AC and BC of the ABC 
triangle. 

Considering the points on the side AC and 
BC, we have: ( ) and / pz−∆ < µ < ∆ σ = ∆ − µ ;  
thus, the two non-centrality parameters are: 

	
( ) ( )
( ) ( )

/ /

/ /

L

p

n

z n

τ = µ + ∆ σ

= µ + ∆ ∆ − µ

and

	
( ) ( )
( ) ( )

/ /

/ / .

U

p

n

z n

τ = µ − ∆ σ

= µ − ∆ ∆ − µ

From the graphs of the non-centrality parameters 
(τL and τU) functions shown in Figure 2, it is possible 
to see that, under HA when µ = 0 and, consequently, 

( ) / pzσ = ∆ − µ , τL reaches its minimum value equal 
to pz n  and τU attains its maximum value of pz n− .

Focussing our interest on the minimum value, we 
remember that Pr{E} decreases when τL decreases 
and τU increases; therefore, { }inf Pr

AH E  occurs just 

in the border point ( )0 ; pC z n= , vertex of the ABC 
triangle of the HA space, shown in Figure 1 (Panel B).

Therefore, the inferior of the power under HA is 
given by:

    

A more immediate alternative proof is based on 
the fact that { }inf Pr

AH E  has to be calculated on the 
boundary of HA; therefore, since both conditions must 
be satisfied, it must be:

	 1 p−θ = −∆  and pθ = ∆ .

Remembering the definitions of 1 andp p−θ θ , this 
formulation corresponds to a linear system of two 
equations in the unknowns µ and σ, whose solution is: 
µ = 0 and σ = ∆/zp.

This conclusion is in agreement with Shieh’s 
affirmation [16] that the power of the test in the point 
with coordinates ( )0; pzµ = σ = ∆  is not inferior to a 
prefixed value 1-β, considering fixed the remaining 
parameters of the HA space.

Finally, it has to be noted that { }
0

sup PrH E  
corresponds to the maximum significance level (usually 
0.05) and that { }inf Pr

AH E  corresponds to the minimum 
required power value (usually 0.8). 

Formula 7

Formula 8
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Sample size calculation

It has to be remembered that the null hypothesis (H0) 
is a hypothesis of non-equivalence (non-agreement) 
being the thresholds (±∆) delimiting the interval 
considered of equivalence or “of practical equality”; 
therefore, values greater than -∆0 or lower than ∆0 
allow to reject the non-equivalence H0 hypothesis. 

Otherwise, the non-equivalence H0 hypothesis 
can be formulated in the terms of a population 
proportion; accordingly, a population proportion 
p0 (or, equivalently, of a central population portion  
P0 = 2 p0 - 1) corresponds to the threshold of the non-
equivalence and values greater than p0 allow to reject 
the non-equivalence H0 hypothesis.

It has to be stressed that p0 or ∆0 have to be 
appropriately chosen according to clinical/laboratory 
considerations based on literature findings.

Furthermore, it is well-known that, in the sample 
size calculation, a specific alternative hypothesis (a 
sub-space of HA) has to be settled in the HA space 
delimited by the ABC triangle which characterizes our 
case of interest (Figure 1, Panel B).

A) Setting the alternative hypothesis according to 
the two proposed different approaches

Case 1: population proportion p or quantile zp 
fixed (different Δ thresholds) 

The population proportions are kept fixed (pA = p0 
= p) and lower ∆A thresholds are selected (∆A < ∆0), as 
it is shown in Figure 3 (Panel A).

Accordingly, the alternative hypothesis becomes: 

	 ( ) ( )1:A A p p AH −−∆ < θ ∧ θ < ∆ .

Case 2: thresholds Δ fixed (different population 
proportions pA > p0)

The thresholds are kept fixed 0 A∆ = ∆ = ∆  and a 
greater pA population proportion (or quantile zpA) is 
selected: namely, pA>p0 (or zpA>zp0). 

The alternative hypothesis becomes: 

( ) ( )1:
A A

A p pH −−∆ < θ ∧ θ < ∆ ; its space is the hacthed 

area with vertical lines delimitated by the ABC* 
triangle shown in Figure 3 (Panel A and Panel B).

It has to be noted that Case 2 corresponds to 
the Shieh’s approach [16, page 5], based on two 
population proportion values under H0 and HA, 
implicitly considering ∆ as fixed.

For both the above considered Cases (Case 1 and 
Case 2), the sample size is calculated accordingly to 
the fulfilment of the conditions for controlling the Type 
I and Type II errors.

B)-Determination of the non-centrality parameters

A fundamental point is the fact that the sample size 
calculation depends on the calculation of Pr{E} that, in 
its turn, depends on the non-centrality parameters of 
the bivariate t distribution.

B.1)-The non-centrality parameters under H0

The non-centrality parameters have to be calculated 
as a limit along a determined direction at the point of 
the supremum of Pr{E}, that is at the point B = (∆;0), 
or, indifferently, at the point A = (-∆;0) of the ABC 
triangle, as we have shown in the previous paragraph 
“Calculation of { }

0
sup PrH E ”.

Thus, 
0HL

τ = +∞  and 
0HU pz nτ = −  at the point 

B or 
0HL pz nτ =  and 

0HUτ = −∞  at the point A of the 

ABC triangle.

B.2)-The non-centrality parameters under HA

The non-centrality parameters have to be calculated 
at the point of the infimum of Pr{E}, that is, as already 
reported, at the vertex C* of the space HA (inner points 
of the ABC triangle).

Since this vertex is different in the two above 

Figure 3. Panel A: Case 1: population proportion p or quantile zp fixed (different Δ thresholds); 
Panel B: Case 2: thresholds Δ fixed (different population proportions pA > p0)
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outlined cases, the non-centrality parameters will 
consequently be different.

Case 1: model with fixed population proportion p0

In this case, p0 = pA = p and 

( ) ( )*
* *; 0; /C C A pC z= µ σ = ∆ .

The non-centrality parameters become:

( ) ( ) ( )
( )
* ** / /

/ / /

HA
L C C

A p A p

C n

z n z n

τ = µ + ∆ σ

= ∆ ∆ = ∆ ∆ ⋅
.

( ) ( ) ( )
( )

* ** / /

/ / /

HA
U C C

A p A p

C n

z n z n

τ = µ − ∆ σ

= −∆ ∆ = −∆ ∆ ⋅
 

It should be noted that the above non-centrality 
parameters depend only on p, ∆/∆A, and n. 

Case 2: model with fixed Δ 

In this case, ∆0 = ∆A = ∆, and 

( ) ( )*
* *; 0; /

AC C pC z= µ σ = ∆  
The non-centrality parameters become:

( ) ( ) ( )
( )
* ** / /

/ / /

HA
L C C

pA A pA

C n

z n z n

τ = µ + ∆ σ

= ∆ ∆ = ∆ ∆ ⋅

( ) ( ) ( )
( )

* ** / /

/ /

HA
U C C

pA pA

C n

z n z n

τ = µ − ∆ σ

= −∆ ∆ = −

It should be noted that the above non-centrality 
parameters depend only on pA and n.

C)-Sample size calculation procedure

The sample size (n) is calculated according to an 
iterative procedure by using the non-central bivariate 
t distribution with correlation equal to 1. We have to 
obtain a “n” value that satisfies the two conditions of 

{ }
0

sup PrH E = α and { }inf Pr 1 .
AH E = − β

Particularly:
a.	 A starting very low n value (n=2) is iteratively in-

creased until the calculated k1- α gives: 

	 { } 0

0

0

, 1

, 1

sup Pr Pr
Pr

LH

UH

H

t k
E

t k

ν τ −α

ν τ −α

  > ∧    = = α 
  < −    

b.	 Then, we calculate the power:

	 { }
, 1

, 1

inf Pr Pr
Pr

LHA

A

UHA

H

t k
E

t k

ν τ −α

ν τ −α

  > ∧    =  
  < −    

c.	 Furthermore, we increase (or decrease) a low(high) 
“n” value and we repeat the steps a) and b) until 
the power reaches the 1- β required threshold with 
ν = n - 1, 

0 0
, , , and

H H H HA A
L U L Uτ τ τ τ appropriately 

calculated for the Case 1 or for the Case 2. 
Furthermore, it is possible to make more efficient 

the procedure at the level a) since, as demonstrated 
in the Appendix B, the { }

0
sup PrH E  can be calculated 

by using a non-central univariate Student’s distribution 
with ν degrees of freedom and non-centrality parameter 
τ = zp√n. Then, our k1-α calculated from the bivariate 
t distribution corresponds to the 100(1-α)th percentile 
of the non-central univariate Student’s t distribution.

RESULTS 

Tables of the sample size

As was demonstrated in the previous paragraph, 
the sample size calculation, fixed the Type I and  
Type II errors (α, β), does not depend on µ0, σ0, µA, 
and σA, but only on p0 and the ratio ΔA/Δ0 in the Case 
1 and on p0 and pA in the Case 2.

Therefore, the sample size tables have been built 
by considering two values of the significance level (α = 
0.05 or α = 0.01) for two power values (1-β = 0.80 or 
0.90). Then, for the Case 1 (Tables 1.1 and 1.2) some 
selected values of the parameters described above are: 
p0 = {0.800, 0.900, 0.950, 0.975, and 0.990 as an 
extreme value for the non-equivalence} and ΔA/Δ0 = 
{0.80, 0.70, 0.65, 0.60, and 0.55}. Furthermore, for 
the Case 2 (Tables 2.1 and 2.2), the selected values 
are: p0 = {0.800, 0.900, 0.950, 0.975, and 0.990} 
and pA = {0.80, 0.90, 0.95, 0.975, and 0.99}.

For example, at a fixed p0 = 0.9, a null hypothesis 
of ∆0 = 1 against ∆A = 0.8 (∆A/∆0 = 0.8) is rejected at 
a significance level of 0.05 and at a power of 0.8 with 
the specimens obtained from 169 units (Table 1.1, left).

The sample size becomes 214 if the power is 
increased to 0.90 (Table 1.2, right). Of course, at fixed 
values of p0, the sample size decreases at decreasing 
values of the ratio ∆A/∆0. Finally, the value of ∆0 = 1 
has been considered for simplicity, but any value is 
possible as long as the value of the ratio is maintained.

For example, H0: p0 = 0.9 vs. HA: pA = 0.95, is 
rejected at a significance level of 0.05 and at a power 
of 0.8 with the specimens obtained from 134 units 
(Table 2.1, left).

The sample size becomes 169 if the power is 
increased to 0.90 (Table 2.2, right). Of course, for this 
approach the values of p0 and pA have to be specified.
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Table 2.1. Sample size with fixed ∆ (Case 2): α = 0.05 

Power 0.80 0.90

pA 0.800 0.900 0.950 0.975 0.990 0.800 0.900 0.950 0.975 0.990

p0=0.800 * 71 25 15 10 * 88 31 18 12

0.900 * 134 44 22 * 169 55 27

0.950 * 220 54 * 282 69

0.975 * 201 * 259

0.990 * *
    *indicates that the sample size →∞

Table 2.2. Sample size with fixed ∆ (Case 2): α = 0.01 

Power 0.80 0.90

pA 0.800 0.900 0.950 0.975 0.990 0.800 0.900 0.950 0.975 0.990

p0=0.800 * 54 19 11 8 * 69 24 14 9

0.900 * 101 33 16 * 132 43 21

0.950 * 166 41 * 220 53

0.975 * 152 * 202

0.990 * *

 *indicates that the sample size →∞

Table 1.1. Sample size with fixed p (Case1): α = 0.05

Power 0.80 0.90

ΔA/Δ0 0.80 0.70 0.65 0.60 0.55 0.80 0.70 0.65 0.60 0.55

p0=0.800 282 102 67 46 32 355 127 83 57 40

0.900 169 63 42 30 21 214 79 53 37 27

0.950 134 51 35 25 18 171 65 44 31 22

0.975 118 45 31 22 17 151 58 39 28 21

0.990 106 41 29 21 15 136 53 36 26 19

Table 1.2. Sample size with fixed p (Case1): α = 0.01

Power 0.8 0.9

ΔA/Δ0 0.80 0.70 0.65 0.60 0.55 0.80 0.70 0.65 0.60 0.55

p0=0.800 215 77 51 35 24 279 100 65 44 31

0.900 128 48 32 22 16 168 62 41 29 21

0.950 101 38 26 19 14 134 50 34 24 17

0.975 88 34 23 17 12 117 45 30 22 16

0.990 79 31 21 16 12 106 41 28 20 15



ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - 2024, Volume 19, Issue 1BIOSTATISTICS

Sample Size for Agreement Studies on Quantitative Variables 87

Comparisons between the sample sizes calculated 
with p fixed (Case 1) and ∆ fixed (Case 2)

The power { }( )inf Pr
AH E  increases when τL increases 

and τU decreases, keeping all other parameters (α, ∆, 
and n) fixed. Therefore, to compare the sample sizes 
calculated for the two considered cases, it is sufficient to 
compare the corresponding non-centrality parameters, 
under HA, indicated shortly as τ(.)(1) and τ(.)(2), for the 
Case 1 and the Case 2, respectively.

The power of the Case 1 is greater or equal to the 
power of Case 2 when: τL(1) ≥ τL(2) and τU(1) ≤ τU(2), 
that is (∆/∆A)*zp√n ≥ zpA√n, or, equivalently, ∆/zpA ≥ 
∆A/zp. Consequently, the sample size of Case 1 is less 
than or at most equal to Case 2.

In geometrical terms, these quantities correspond to 
the ordinates of the respective points C* under HA in 
the Figure 3 (Panel A and Panel B, respectively) equal 
to * *(1) / ; (2) / .

AA p pC Cy z y z= ∆ = ∆

Therefore, the sample size of Case 1 is less than 
or at most equal to the sample size of the Case 2 iff 

* *(1) (2)C Cy y≤ . In other terms, it is sufficient to compare 
the two *Cy  values: the lower *Cy  corresponds to the 
greater power and the smaller sample size. Finally, the 
two sample sizes will be equal when ∆A/zp = ∆/zpA. 

We show a numerical example with α = 0.05 and 
power = 0.80. 

Case 2 with: p0 = 0.80 
0

( 0.8416)pz = , ∆0 
=1, and pA = 0.90 ( 1.2816)

Apz = , we have: 

0 / 0.7803 and 71;
Apz n∆ = =  

Case 1 with: p0 = 0.80 
0

( 0.8416),pz =  
∆0 =1, and ∆A = 0.70, we have: 

  0 01.2023 0.885 4, / 1.1882
Ap A pz p z= → = ∆ =

 
and n = 102;

Case 1 with: p0 = 0.80 
0

( 0.8416)pz = , ∆0 = 1, 
and ∆A = 0.65, we have: 

	   

0 0

1.2023 0.885 4,

/ 1.1882, 67;
Ap A

p

z p

z and n

= → =

∆ = =
.

Then, for obtaining under the Case 1 the same 
sample size calculated under the Case 2 it is sufficient 
to determine the value of ∆A from the equation: ∆A/zp0 
= ∆0/zpA.

Consequently, we have for the Case 2, p0 = 0.80 

0
( 0.8416)pz = , ∆0 = 1, and pA = 0.90 ( 1.2816)

Apz =  

giving ( ) ( )∆ = ∆ ⋅ = ⋅ =0 0/ 1/1.2816 0.8416 0.6567A pA pz z

( ) ( )∆ = ∆ ⋅ = ⋅ =0 0/ 1/1.2816 0.8416 0.6567A pA pz z . Therefore, 0/ 0.7803A pz∆ =  and n = 
71.

A particular approach: the sample size calculation 
under two simple hypotheses

It has to be pointed out that our new AC procedure 

considers complex hypotheses on the full H0 and 
HA spaces. However, taking into account that Pr{E}, 
being fixed the other parameters (α, 1-β, ∆, and n), 
is function of the pair (µ;σ), it is possible to fix a pair 
(µ;σ) under H0 and a pair under HA and calculate 
Pr{E} under the two simple hypotheses, together with 
their corresponding sample size. This sample size 
calculation, particularly useful for a further verification 
of the theoretical results previously outlined, differs from 
the one outlined in the previous paragraph “Sample 
size calculation procedure” because Pr{E|H0} and 
Pr{E|HA} are now calculated at the fixed pair (µ0;σ0) 
and (µA;σA) without searching for the supremum and 
the infimum probability values, respectively. 

Consequently, the non-centrality parameters under 
H0 are:

	 ( ) ( )00
0 0/ / /

HL pz nτ = µ + ∆ σ  and

	 ( ) ( )00
0 0/ / /

HU pz nτ = µ − ∆ σ  

and, under HA, are:

	 ( ) ( )/ / /
H AA

L A p Az nτ = µ + ∆ σ  and

	 ( ) ( )/ / /
H AA

U A p Az nτ = µ − ∆ σ

It is possible to calculate these non-centrality 
parameters directly when are known the points (µ0;σ0) 
and (µA;σA) and a starting n value. Then, the pertinent 
sample sizes for comparing two simple hypotheses 
can be iteratively calculated. 

Choosing the points (µ0;σ0) and (µA;σA) 
appropriately, it is possible to obtain the sample sizes 
calculated with our new AC procedure and those 
calculated by Shieh [16] by suitably choosing the two 
simple hypotheses.

Let’s make an example according to our procedure 
with the following parameters values: α = 0.05, 1 – β 
= 0.80, ∆= 1, p0 = 0.90, and pA = 0.95. If we use 
our procedure, we obtain a sample size of 134 (Table 
2.1). The same sample size of 134 is obtained if we 
formulate as simple hypothesis H0 the coordinates 
of the point A, namely: H0: (µ0;σ0) = (-∆+;0+) = 

( )( )0; /lim pz
+µ→−∆

µ ∆ − µ  and as simple hypothesis HA 

the coordinates of the point C*, namely: HA: (µA;σA) = 

( )0; / .pAz∆
The same result is obtained if we consider the 

coordinates of the point B, under H0: (µ0;σ0) = (∆-;0+) = 

( )( )0; /lim pz
−µ→−∆

µ ∆ − µ . 

In addition, if as simple hypotheses H0 and HA, we 

consider the coordinates of the points ( )00; / pC z= ∆

and ( )0; / pAC z= ∆  respectively, according to Shieh 
[16], the sample size becomes 62, equal to the value 
calculated by Shieh’s procedure [16].
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Simulation studies

These simulation studies have been carried out for 
having an experimental confirmation of our theoretical 
conclusions.

A) Check of the fulfilment of the nominal  
significance level α

It must verify that { }
0

sup PrH E = α .

The fixed parameters of this simulation study are:  
α = 0.05, ∆ = 1, p = 0.90, with p =(P+1)/2, where P is 
the population central proportion under H0, that Shieh 
[16] calls “Null proportion”; otherwise, the parameter 
µ0 has been made to vary within the interval -∆,∆ 
(precisely, for selected values from -0.99 to 0 and from 
0 to 0.99) and, consequently, ( )0 / .pzσ = ∆ − µ

For each of the seven pair of (µ0;σ0) under H0, 
10,000 samples of size n = 50 have been simulated 
and the proportion of H0 rejection (corresponding to 
the Type I error and defined by Shieh [16] “simulated 
proportion”) has been calculated according to Shieh’s 
procedure [16] and to our procedure. The results are 
shown in Table 3.

It is possible to see that for µ0 = 0 the results 
are in agreement with Shieh’s affirmation [16] that 
his procedure controls adequately the Type I error. 
Indeed, this proportion, calculated according to 
Shieh’s procedure [16], is very near to the nominal 
significance level of α = 0.05, while the Type I error 
proportion calculated according to our new AC 
procedure is much lower. However, when  differs 
slightly from 0, the Type I error proportion of Shieh’s 
procedure [16] increases to values much greater than 
the nominal significance level of 0.05 until a maximum 
of 0.2222 or 0.2176 (Table 3) for µ0 values of -0.99 
or 0.99, very near to the value of ∆ = -1 or ∆ = +1 
corresponding to the points A or B of the ABC triangle.

Otherwise, the significance level α from our 
procedure reaches the nominal value and it remains 
in the required validity intervals [0.04, 0.06] and 

[0.0450, 0.0550] proposed by Cochran [26] and 
Bradley [27], respectively. 

So, the simulation results confirm, as we expected, 
the theoretically obtained results. In conclusion, only 
the sample size calculated according to our procedure 
allows to respect the nominal significance level α.

B) Check of the fulfilment of the nominal power 
(1 - β)

It needs to be verified that { }inf Pr 1
AH E = − β .

We limited ourselves in checking the actual test 
power under HA only in Case 2 with fixed ∆. 

We considered the same scenarios shown by Shieh 
[16] (Table 5, page 5): that is, nominal power = 0.80 
or 0.90, population central proportion (P0) under H0 
equal to 0.80, 0.90, and 0.95 and, consequently, p0 
= (1+ P0)/2, central population proportion (PA) under 
HA equal to 0.90, 0.95, and 0.99 and, consequently, 
pA = (1+ PA)/2, ∆ = 1, and significance level α = 0.05.

For each scenario, we calculated the pertinent 
sample size (n) according to our new procedure and 
we generated, under HA, 10,000 samples of n units 
with µA = 0 and /

AA pzσ = ∆  (see Case 2).
The proportion of H0 rejection corresponds to the 

“simulated power” (Tables 4.1 and 4.2), according to 
Shieh’s terminology [16], and it has to be compared 
with the “estimated power” calculated from the sample 
size according to Shieh’s procedure [16] and our 
procedure. Of course, the “estimated power” has to 
be very near to the required power under which the 
sample size has been calculated.

For easiness of comparison with the sample sizes, 
the simulated and estimated power shown in the Shieh’s 
paper [16] have been reported in italic between brackets 
in the pertinent columns of the Tables 4.1 and 4.2. 

It is possible to see that only the sample sizes 
obtained with our procedure fulfil the expected 
nominal power.

Table 3. Type I error rates of the agreement test: simulation study

µ0 σ0 Simulated proportion
Our new procedure - AC

Simulated proportion
Shieh procedure

0.00 0.780304146 0.0042 0.0487

0.10 (-0.10) 0.702273731 0.0245 (0.0235) 0.1625 (0.1662)

0.30 (-0.30) 0.546212902 0.0507 (0.0489) 0.2176 (0.2222)

0.50 (-0.50) 0.390152073 0.0507 (0.0489) 0.2176 (0.2222)

0.80 (-0.80) 0.156060829 0.0507 (0.0489) 0.2176 (0.2222)

0.90 (-0.90) 0.078030415 0.0507 (0.0489) 0.2176 (0.2222)

0.99 (-0.99) 0.007803041 0.0507 (0.0489) 0.2176 (0.2222)

Probability of the population centile p = 0.90 obtained from a population central proportion value of P = 0.80, ∆ =1, nomi-
nal significance level α = 0.05 and µ varying from da 0 to -0.99 (a value near to -∆) or from 0 to 0.99 (a value near to ∆).
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Comparisons among the different considered 
procedures: our new AC procedure, Shieh [16], 
Liu and Chow [17], B&A [2], Lin et al. [18] and Lu 
et al. [10]. 

All proposals can be formulated in a unifying way 
by considering the two sample distributions of:

1 1/ and /D k S n D k S n−α −α− +  considered 
by Shieh [16].

However, it is worthwhile to underline that the 
values of TBL and TBU, shown in the formulas 22 (B&A’s 
procedure [2]), 24 (Lin et al.’s procedure [18]), and 
26 (Lu et al.’s procedure [10]) of Shieh’s paper [16], 
have to be calculated with the quantiles ˆ ˆand ,L Uθ θ  
shown after equations 18 and 19 of Shieh’s paper 
[16], instead of the quantiles ˆ ˆandbL bUθ θ  reported in 

Shieh’s paper [16].
The probability Pr{E} = Pr{“reject H0”}, on which the 

sample sizes substantially depend, can be formulated 
as:

	 { }
( )
( )

1

1

/
Pr Pr

/

D k S n
E

D k S n

−α

−α

 −∆ < − ∧ =  
+ < ∆  

By using the non-central bivariate t distribution:

	 { } ( ) ( ){ }1 1Pr Pr L UE k T T k−α −α= < ∧ < −  where

	
( ) ( )
( ) ( )

/ / and

/ /

L

U

T D S n

T D S n

= + ∆

= − ∆

Table 4.1. Calculated sample size, “simulated power”, and “estimated power” of the exact agreement test for ∆=1, signifi-
cance level α 0.05, and power =0 .80

Nominal 
Power

Null propor-
tion

Alternative 
proportion

Sample size
our new procedure

(SS from Shieh)

Simulated
power
(Shieh)

Estimated 
power
(Shieh)

Difference
(Shieh)

0.8 0.8 0.90 134
(62)

0.8022
(0.3809)

0.8028
(0.3832)

-0.0006
(-0.0023)

0.8 0.8 0.95 44
(21)

0.8081
(0.3998)

0.8096
(0.3963)

-0.0015
(0.0035)

0.8 0.8 0.99 16
(9)

0.8337
(0.4791)

0.8288
( 0.4747)

0.0049
(0.0044)

0.8 0.9 0.95 220
(118)

0.8005
(0.4745)

0.8008
(0.4753)

-0.0003
(-0.0008)

0.8 0.9 0.99 32
(18)

0,8086
(0.4857)

0.8064
(0.4858)

0.0022
(-0.0001)

0.8 0.95 0.99 78
(47)

0.8029
(0.5456)

0.8037
(0.5413)

-0.0008
(0.0043)

Table 4.2. Calculated sample size, “simulated power”, and “estimated power” of the exact agreement test for ∆=1, signifi-
cance level α = 0.05, and power = 0.90

Nominal 
Power

Null propor-
tion

Alternative 
proportion

Sample size
our new procedure

(SS from Shieh)

Simulated 
power
(Shieh)

Estimated 
power
(Shieh)

Difference
(Shieh)

0.9 0.8 0.90 169
(86)

0.9021
(0.5542)

0.9006
(0.5552)

0.0015
(-0.0010)

0.9 0.8 0.95 55
(28)

0.9057
(0.5544)

0.9050
(0.5509)

0.0007 
(0.0035)

0.9 0.8 0.99 19
(11)

0.9089
(0.6030)

0.9062
(0.5999)

0.0027 
(0.0031)

0.9 0.9 0.95 282
(163)

0.9022
(0.6467)

0.9010 
(0.6457)

0.0012
(0.0010)

0.9 0.9 0.99 40
(24)

0.9019
(0.6568)

0.9019
(0.6480)

0.0000
(0.0088)

0.9 0.95 0.99 100
(64)

0.8998
(0.6990)

0.9031
(0.7048)

-0.0033
(-0.0058)



ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - 2024, Volume 19, Issue 1 BIOSTATISTICS

Sample Size for Agreement Studies on Quantitative Variables90

So, the comparison among the sample sizes for the 
different procedures becomes the comparison among 
the different values of the coefficient k1-α.

Table 5 shows the values of “k” of the formulas from 
the different considered procedures. 

Table 6 shows the k1-α values for α = 0.05 and 
p=0.95 at some sample sizes values. It has to be noted 
that, within each approach, the values of the sample 
size and the values of k1-α increase accordingly.

Furthermore, within each sample size value, Shieh’s 
k1-α [16] is the lowest, but, as we have previously 
theoretically demonstrated and verified by simulation 
studies, the Type I and the Type II are not fulfilled. 
Then, in increasing order there are: the k1-α from Lin 
et al. [18], the k1-α from B&A [2], and the k1-α from 
our new AC procedure, surprisingly, at first glance, 
equal the k1-α coefficient obtained from Liu and Chow 
[17]. Furthermore, the coefficient k1-α  from Lu et al. 
[10] is less than our coefficient at n = 30 and more at  
n = 200; this pattern also applies to the sample size 
functions shown in Figure 4 which reports the sample 
size functions of all the considered approaches. 

It is well evident that, among the considered 
procedures, the sample size function of Shieh’s procedure 
[16] has the lowest values, but it has been calculated 
under a restrictive H0, as we have already reported. In 
addition, our sample size function is between those of Lu 
et al. [10] more liberal and B&A [5] more conservative. 
Lin et al. [18] function is practically superimposed on 
that of B&A [2]. The sample size function of Liu and 
Chow’s procedure [17] does not appear since it is 
completely superimposed by the sample size function of 
our procedure owing to the fact that they are equivalent, 
as we will demonstrate. Finally, it has to be noted that 
for fixed values of p0, when the pA values increase (pA > 
0.98, in Figure 4) the sample sizes decrease, becoming 
progressively very similar.

Check of the fulfilment of the nominal significance 
level α of the various methods

Considering Shieh’s affirmation [16] about the 
conservatism of the TOST methods, we have carried 
out a simulation study to empirically estimate their 
significance level. 

Table 5. Values of “k” of the formulas from the different considered procedures

Methods Coefficient k1-α 

Our new procedure - AC Solution k1-α of: { }
0

sup PrH E = α

Shieh [16] Solution γ1- α  of: { }0; / pPr E z| µ = σ = ∆ = α

Liu and Chow [17] 1 , 1n pt z n−α −

B&A [5] 1 1 , 1p nw z n t b−α −α −= +

Lin et al. [18] 1 pz b z n−α +

Lu et al. [10] 1 /2, 1 pnt b z n−α − +

Where 21 / 2pb z= +  

Table 6. k1-α values for α = 0.05 and p=0.95 at some sample sizes values

Procedures\ sample size 30 50 100 200

Our new procedure - AC 12.15855 14.60171 19.26539 25.98244

Shieh [16] 10.74401 13.24633 17.96149 24.71098

Liu and Chow [17] 12.15855 14.60171 19.26539 25.98244

B&A [5] 11.61548 14.20249 18.99537 25.79654

Lin et al. [18] 11.53223 14.15387 18.97154 25.78474

Lu et al. [10] 12.14636 14.71331 19.49208 26.28648
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We used the same parameter values used by Shieh 
for obtaining the results shown in the Tables 2, 3 and 
4 of his paper [16].

Particularly, we used four sample size values  
(n = 30, 50, 100, 200), three values of the population 
proportion (p = 0.900, 0.950,0.975), and, finally ∆ = 
1. We changed Shieh’s [16] µ = 0 and σ = ∆/ zp0 with µ 
= (0.9999 or -0.9999) and σ = (∆-µ)/ zp0, and, finally, 
we simulated 100,000 samples. The results are shown 
in Tables 7.1, 7.2, and 7.3.

It is possible to see that Shieh’s procedure [16] is 
too much liberal with α values ranging from 0.14504 
to 0.23524 with an increasing trend, in agreement 
with the sample size increase. Therefore, Shieh’s 
procedure [16] does not protect from the Type 1 error, 
as we have already shown (Table 3).

Our procedure and the equivalent Liu and Chow’ 
procedure [17] show the best performance with α values 
ranging from 0.05012 to 0.05078; interestingly, the 
higher values (>0.05) are at the two extremes of the 
sample sizes and the lower values (<0.05) are at the 
intermediate sample sizes almost giving the impression 
of a curvilinear trend.

Furthermore, B&A’s procedure [2] gives somewhat 
liberal α values ranging from 0.06131 to 0.08546 
with a decreasing trend at the sample size increase.

Finally, Lu et al.’s procedure [10] tends to be 
somewhat/moderately conservative with α values 
ranging from 0.03401 to 0.05328 with only two values 
greater than 0.05 at the lowest sample size (n = 20).

Considerations about the canonical null hypothesis 
H0 and Shieh’s approch [16]

As reported in the Methods paragraph, H0 is the 
union of two hypotheses: H0A ∪ H0B.

Let’s consider now a null hypothesis *
0( )H  more 

restrictive, corresponding to the intersection of the two 
hypotheses H0A and H0B (H0A ∩ H0B)

*
0 1: pH −θ ≤ −∆  and pθ ≥ ∆  in which “and” has 

replaced the “or” of the canonical formulation of H0. 
It has to be noted that *

0H  is contained in the null 
canonical hypothesis (H0) as it is possible to see in 
Figure 5. The space of *

0H  corresponds to the region 
delimited by the extensions of the sides AC and BC 
of the triangle ABC in the half plane positive of the 
vertical Y axis (Y > 0) and it is well evident that is a 
subset of the space outside the ABC triangle of the 
canonical H0 formulation.

According to this formulation, the individual 
agreement test should be formulated as:

*
0 1: pH −θ ≤ −∆  and pθ ≥ ∆  vs. 1: andA p pH −−∆ < θ θ < ∆

1: andA p pH −−∆ < θ θ < ∆

To determine the sample size according to *
0H , it is 

necessary to carry out the same steps outlined for our 
new procedure in the canonical case, as previously 
reported.

a)-Determination of the supremum of Pr{E} under 
H0.

Similarly to the canonical case, the { }
0

sup PrH E  
has to be calculated on the boundary of H0 that is, on 
the extensions of the sides AC and BC in the direction 
of the positive Y, but, unlike the canonical case, both 
conditions must be satisfied, i.e. it must be both: 

1 p−θ = −∆  and pθ = ∆ .
Remembering the definitions of 1 andp p−θ θ , this 

corresponds to a linear system of two equations in 
the unknowns µ and σ, whose solutions are µ = 0 
and σ = ∆/zp the same ones reported by Shieh [16], 
corresponding to the vertex C of the triangle ABC.

Figure 5.  Parameter space of the H0* hypothesis

Figure 4. Sample Size functions for p0 =0.90 with pA > 0.90 of the four considered procedures
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b)-Determination of the infimum of Pr{E} under HA
For this calculation, the HA hypothesis is the 

same as previously reported and, consequently, the 
{ }inf Pr

AH E is on the point with coordinates µ = 0;  
σ = ∆/zp corresponding to the vertex C of the triangle 
ABC, similarly as it has been shown by Shieh [16].

Then, if we modify our procedure by using 
these values in the calculation of { }

0
sup PrH E and 

{ }inf Pr
AH E or we  use the procedure for the sample 

size calculation under two simple hypotheses (see 
paragraph titled “A particular approach: the sample 
size calculation under two simple hypotheses.”), we 
obtain the same sample sizes as Shieh [16].

In conclusion Shieh’s procedure [16] is valid only in 

the case of the more restrictive hypothesis H0*, which is 
a part of the canonical null hypothesis H0. We have to 
restate that our procedure allows to obtain the sample 
size pertinent to the general case.

Considerations about Liu and Chow’s TOST proce-
dure [17] and our AC procedure

The explanation of the fact that these two 
procedures give the same sample size is based on the 
calculation of the coefficient k1-α and of the test power. 
Indeed, our procedure calculates the coefficient k1-α 
by referring to the non-central bivariate t distribution, 
while Liu and Chow [17] use a non-central univariate 
Student’s t distribution. However, we demonstrate in 
the Appendix B that the calculation of the coefficient 
k1-α using the non-central bivariate t distribution is 
equivalent to using the non-central univariate Student’s 
t distribution.

Otherwise, regarding the power calculation, both 
procedures make use of the non-central bivariate 
t distribution. Thus, being equal the two quantities 
on which the sample size calculation is based, it is 
expected that the sample size values will be the same, 
fixed the parameters of the sample size calculation. 

A relevant difference that has to be noted, is the fact 
that our procedure is based on a test of size α i.e. with 
a Type I error equal to α. Liu and Chow [17] claimed 
that “the proposed two one-sided tests procedure for 

Table 7.1 n=30 n=50 n=100 n=200

Our new procedure - AC 0.05031 0.04954 0.04938 0.05012

Shieh [16] 0.21658 0.22286 0.22895 0.23524

Liu and Chow [17] 0.05031 0.04954 0.04938 0.05012

B&A [5] 0.07958 0.07118 0.06526 0.06131

Lin et al. [18] 0.08596 0.07476 0.06708 0.06206

Lu et al. [10] 0.04791 0.04210 0.03647 0.03401

Table 7.2 n =30 n=50 n=100 n=200

Our new procedure - AC 0.05068 0.04978 0.04927 0.05031

Shieh [16] 0.17106 0.17548 0.18220 0.18723

Liu and Chow [17] 0.05068 0.04978 0.04927 0.05031

B&A [5] 0.08312 0.07379 0.06676 0.06255

Lin et al. [18] 0.08949 0.07755 0.06852 0.06356

Lu et al. [10] 0.05123 0.04436 0.03787 0.03447

Table 7.3 n=30 n=50 n=100 n=200

Our new procedure - AC 0.05078 0.04980 0.04941 0.05057

Shieh [16] 0.14505 0.14879 0.15511 0.15926

Liu and Chow [17] 0.05078 0.04980 0.04941 0.05057

B&A [5] 0.08546 0.07559 0.06794 0.06390

Lin et al. [18] 0.09171 0.07929 0.06972 0.06484

Lu et al. [10] 0.05328 0.04562 0.03860 0.03538



ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - 2024, Volume 19, Issue 1BIOSTATISTICS

Sample Size for Agreement Studies on Quantitative Variables 93

individual bioequivalence is size α test, but using the 
notation for “only a level α test (i.e. ≤α)” according 
to Casella and Berger’s definition [20]. However, for 
completeness, we will demonstrate in the Appendix C 
that Liu and Chow’s test [17] is just a size α test (i.e. =α), 
according to Casella and Berger’s definition [20].

DISCUSSION 

The sample size calculation for agreement studies 
has to be appropriately done starting from sensible 
assumptions in addition to the usual power and 
significance level (two tailed). 

Indeed, we think that all the studies need to be 
supported by a sample size calculation justified by 
a sound statistical methodology in order to have an 
adequate probability of obtaining their aim. So, the 
sentence: “All studies need a sample size justification. 
Not all studies need a sample size calculation.” from 
the Han et al.’s review [1] is, in our opinion, difficult 
to be justified and shareable. Indeed, we think that 
researchers have to be well aware of the effect sizes, 
differences, etc. that even a sample size of convenience 
allows to demonstrate.

Furthermore, we think that an approach based 
on the individual equivalence owing to its sensible 
rationale for assessing the agreement between 
measurement methods has to be absolutely supported 
even if the estimates of their systematic and proportional 
biases have to be absolutely supplied. As a further 
relevant point, sample sizes have to be such as to 
not compromise the real feasibility of an agreement 
study taking into account also the ethic aspects of the 
biomedical research [28].

A relevant point to be noted is that the sample sizes 
calculated according to Shieh [16] or our procedure 
does not depend on the values of µ and σ under the 
H0 and HA hypotheses. 

Indeed, the sample size calculated with our 
procedure, fixed α, 1 – β and p0, depends in the Case 
1 only on the ratio ∆*/∆ and, in the Case 2, only on  
pA,whatever the value assigned to ∆.

This rather surprising result occurs also in Shieh’s 
sample size calculation [16], fixed α, 1 – β, p0 and 
pA; indeed, the sample size is always the same 
independently from the value given to ∆, as it is 
possible to calculate from the IML® or R programs 
attached to Shieh’s paper [16].

Moreover, the sample size from the proposed our 
procedure is obtained with an exact statistical method 
similarly to the sample size obtained by Shieh’s 
procedure [16], instead of the approximate methods 
followed by B&A [2], Lin et al. [18], and Lu et al. [10].

In addition, our procedure allows to assess 
the individual bioequivalence and to calculate its 
pertinent sample size according to two different, but 
complementary approaches that are easy to switch 
between. Indeed, the first uses different Δ thresholds 

(Δ0, ΔA) and the second uses different quantiles (zp0, 
zpA) or their corresponding probabilities p (p0, pA), 
under H0 and under HA. As a further relevant point, 
the sample sizes calculated for sensible agreement 
scenarios are adequate for the actual feasibility of the 
study.

As another relevant point, our approach considers 
the whole parameter space of H0 and HA hypotheses 
and allows to obtain a test of size α according to 
Casella and Berger [20]. 

Our procedure gives the same sample sizes of the 
Liu and Chow’s procedure [17], leading to conclude 
that the two procedures are equivalent and also that 
Liu and Chow’s procedure [17] is of size α as we have 
also directly demonstrated. Finally, it has to be stressed 
that these procedures have a better performance in 
comparison to the other considered procedures owing 
to their better control of the Type I and Type II errors, 
as we have theoretically demonstrated and as our 
simulation study has empirically confirmed (Tables 7.1, 
7.2. and 7.3). 

So, our procedure or Liu and Chow’s procedure 
[17] has to be warmly recommended. 

We have demonstrated that Shieh’s proposal 
[16] is based on a particular case of the parameters 
space under H0 and, consequently, it has some very 
important limitations. Particularly, under the canonical 
formulation of the H0 and HA hypotheses, it does not 
give the claimed statistical significance test of size α 
and do not fulfil the required power, being its sample 
sizes too much lower than the necessary ones.

However, it is debatable whether it is possible to 
shrink the H0 space to Shieh’s formulation [16] without 
fulfilling the axiom of the complementarity between the 
null and the alternative hypotheses. 

REFERENCES

1.	 Bland M, Altman A (1986) Statistical methods for as-
sessing agreement between two methods of clinical 
measurement. Lancet 1(8476): 307-310.

2.	 Bland MJ, Altman D (1999) Measuring Agreement 
in Method Comparison Studies. Stat Methods Med 
Res 8(2):135-160.

3.	 Han O, Tan HW, Julious S, Sutton L, Jacques R, et al. 
(2022) Review of samples sizes used in agreement 
studies published in the PubMed repository BMC 
Med Res Methodol 22(1): 242.

4.	 Kottner J, Audigé L, Brorson S, Donner A, Gajewski 
BJ, et al. (2011) Guidelines for Reporting Reliability 
and Agreement Studies (GRRAS) were proposed. J 
Clin Epidemiol 64(1): 96-106.

5.	 Gerke O, Pedersen AP, Debrabant B, Halekoh U, 
Möller S (2022) Sample size determination in meth-
od comparison and observer variability studies. J 
Clin Monit Comput 36(5): 1241-1243.

6.	 Bland JM, Altman D (1990) A note on the use of 
the intraclass correlation coefficient in the evaluation 
of agreement between two methods of measurement 



ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - 2024, Volume 19, Issue 1 BIOSTATISTICS

Sample Size for Agreement Studies on Quantitative Variables94

Comput Biol Med 20(5): 337-340.
7.	 Taffè P When can the Bland & Altman limits of agree-

ment method be used and when it should not be 
used. J Clin Epidemiol 2021;137:176-181.

8.	 Bland JM Website https://www-users.york.
ac.uk/~mb55/meas/sizemeth.htm

9.	 Cesana BM, Antonelli P (2012) Agreement analysis: 
further statistical insights. Ophthal Physl Opt 32(5): 
436-440.

10.	 Lu MJ , Zhong WH, Liu YX, Miao HZ, Li YC, et al. 
(2016) Sample Size for Assessing Agreement Be-
tween Two Methods of Measurement by Bland-Alt-
man Method. The International Journal of Biostatis-
tics 12(2): 1-8.

11.	 Shieh G (2016) Exact Power and Sample Size Cal-
culations for the Two One-Sided Tests of Equivalence 
Plos One 11(9): e0162093.

12.	 Shieh G (2018) The appropriateness of Bland-Alt-
man’s approximate confidence intervals for limits of 
agreement. BMC Med Res Methodol 18(1): 45.

13.	 Carkeet A (2015) Exact Parametric Confidence In-
tervals for Bland-Altman Limits of Agreement. Optom 
Vis Sci 92(3): e71-80.

14.	 Carkeet A, Goh YT (2018) Confidence and cover-
age for Bland-Altman limits of agreement and their 
approximate confidence intervals. Stat Methods 
Med Res 27(5):1559-74.

15.	 Jan SL, Shieh G (2018) The Bland-Altman range of 
agreement: Exact interval procedure and sample 
size determination. Comput Biol Med 100:247-252.

16.	 Shieh G (2020) Assessing Agreement Between Two 
Methods of Quantitative Measurements: Exact Test 
Procedure and Sample Size Calculation. Stat Biop-

harm Res 12(3):352-359.
17.	 Liu JP, Chow SC (1997) A Two One-Sided Tests Pro-

cedure for Assessment of Individual Bioequivalence. 
J Biopharm Stat 7(1): 49-61.

18.	 Lin SC, Whipple DM, Ho CS (1998) Evaluation of 
statistical equivalence using limits of agreement and 
associated sample size calculation. Commun Stat A- 
Theor 1998;27(6): 1419-1432.

19.	 Krishnamoorthy K, Mathew T Statistical Tolerance Re-
gions: Theory, Applications, and Computation. 2009, 
New York: Wiley. (page 35, equation 2.3.11).

20.	 Casella G, Berger RL Statistical Inference, 1990, 
Duxbury Press, Belmont 2nd edition, 2002 Duxbury 
Pacific Grove Ca USA

21.	 Owen DB (1965) A special case of a bivariate non-
central t-distribution. Biometrika 52(3-4): 437-446.

22.	 Dunnett CW, Sobel MA (1954) Bivariate Generali-
zation of Student’s t-distribution, with Tables for cer-
tain special cases. Biometrika 41(1-2): 153-169.

23.	 https://CRAN.R-project.org/package=OwenQ
24.	 https://CRAN.R-project.org/package=PowerTOST
25.	 Genz A, Bretz F, Miwa T, Mi X, Leisch F, et al. (2021) 

mvtnorm: Multivariate Normal and t Distributions. R 
package version 1.1-3.

26.	 Cochran WG (1954) Some Methods for Strength-
ening the Common χ2 Tests. Biometrics 10(4): 417-
451.

27.	 Bradley JV (1978) Robustness? Brit J Math Stat Psy 
31(2): 144-152.

28.	 Cesana BM, Antonelli P (2019) Sample size calcula-
tions need to be adequate and parsimonious. J Clin 
Epidemiol 108:140-141.

https://www-users.york.ac.uk/~mb55/meas/sizemeth.htm
https://www-users.york.ac.uk/~mb55/meas/sizemeth.htm


Appendix A: demonstration that TL and TU are non-central Student’s t distributions.  

 

( ) ( ) ( ) ( )L UT D / S/ n andT D / S/ n= +  = − First of all, let’s remember that: . 

Considering the value of TL, it is possible to write: 
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Where  and  refer to the distribution of the differences (D). 
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That is, by definition a non-central univariate Student’s t distribution with  = n - 1 degrees of freedom 

and non-centrality parameter given by L, formally: TL  t, L.  

Similarly, considering the value of TU, we obtain: 

 

U U
U U
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Z Z
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Formally, TU  t, U.  

  



Appendix B 

Demonstration that the calculation of supH0 P{E} can be done by means of a non-central univariate 

Student’s t distribution and determination of the k1- coefficient corresponding to its 100(1-)th 

percentile. 

 

Owen’s Q functions 

Non-central univariate Student’s t  

Owen21 introduced the following Q-functions:  
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where R is every value >0. 

 

Furthermore, the cumulative probability function of a non-central univariate Student’s t with 𝜈 

degrees of freedom and non-centrality parameter , is defined as: 
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This function can be split in the sum of two terms, corresponding to the above reported Owen’s 

function, as: 
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1 2Q (t , , ,R) Q (t , , ,R)  +  = for each R > 0 

1R , F(t , , ) Q (t , , , )→ +   =   +It follows immediately that, for   

 

Non-central bivariate t  

 

The cumulative probability function of a non-central bivariate t with 𝜈 degrees of freedom for t1>t2 

and 1>2, with correlation equal to 1, according to Owen [21] is: 
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So, by using the Owen’s Q functions [21]: 

( )1 1 2 2Pr T t T t   1 1 1 2 2 2Q (t , , ,R) Q (t , , ,R)  +  =  

From this distribution it is possible to calculate the probabilities of the following events: 
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Particularly, the probability of the event E2, corresponding to our event E, is: 
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Then, the probability of the event E, crucial for the sample size calculation, is given by: 
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where [t,L; t,U] is a non-central bivariate t-distribution with degrees of freedom ν, non-centrality 

parameters L and U, and with correlation equal to 1.  

Then, putting: 1 1 1 L 2 1 2 Ut k , , t k ,− −=  =  = −  =  , for keeping Owen’s terminology [21], Pr{E} can 

be also expressed as:   ( ) ( )1 1 U 1 1 LPr E Q k , , ,R Q k , , ,R− −= −   −     

 

Calculation of  supH0
Pr E  

Let’s remember that the supremum of Pr{E} under H0 is obtained in the point 

( ) ( ) p, ; / z 0+ +   = −  −  =
 

 leading, consequently, to the following non-centrality parameters:  

L p Uz n and =  = − , and, finally, R=+∞. 

( ) ( ) p, ; / z 0− +   =   −  =
 

Otherwise, it can be also obtained in the point  with non-centrality 

L U pand z n = +  = −parameters given by: . 

  ( ) ( )supH 1 1 1 1 p0
Pr E Q k , , , Q k , ,z n ,− −= −  − + −  +So:  

Let’s analyse the two terms at the right of the above equality; we can see that: 

a) ( )1 1Q k , , , 1−−  − + = . 

In fact, in the formula of Q1
tx 

 −  
 

 the term  becomes (+) = 1; consequently, the 

integrand function of Q1 becomes a  density function that, integrating over all its domain, returns 

a value of 1. 

 

b) From the relationships among Owen’s Q functions [21] and the non-central univariate 

Student’s t distribution, previously reported, we can write: 

 

( ) ( ) ( ) ( )1 1 p 1 1 p 2 1 p t 1 pQ k , ,z n , Q k , ,z n ,R Q k , ,z n ,R F k , ,z n− − − − + =  +  =   

( )t 1F k , ,−  Where  indicates the cumulative distribution of the non-central t with  degrees of 

freedom and non-centrality parameter . 

  ( )supH t 1 p0
Pr E 1 F k , ,z n−= − In conclusion:  

 

Calculation of the coefficient k1- 

The coefficient k1-  supH0
Pr E =  is calculated so that: . Therefore, it is sufficient to solve the 

( )t p1 F t, ,z n−  =  ( )t pF t, ,z n 1 = − equation  in respect to t, that is ; the solution is exactly the 

100(1-)% centile of a non-central univariate Student’s t with  degrees of freedom and non-

centrality parameter  = zpn given by: 

1 1 , ,z np
k t− − 

=  



It can be seen that the coefficient k1- corresponds to the coefficient τ1−α  of the Liu and Chow’s 

procedure [17], described by Shieh [16] (formula 13 at page 3). 

 

Numerical check of the previous theoretical results  

In the open-source R language with p0 = 0.9, pA = 0.95,  = 0.05, power = 0.80; we obtain, according 

to our procedure, a sample size of n = 134 with k1- = 17.25068.  

 

1) ( )1 1Q k , , , 1−−  − + =Verify that   

> OwenQ::OwenQ1(nu = 133, t = -17.25068, delta = -Inf, R = .Machine$double.xmax) 

[1] 1  

It has to be noted that the parameters of OwenQ are: “nu” = degrees of freedom, t = our k1-, delta = 

our non-centrality parameter, and R a constant in the Owen’s formula. In addition, 

“.Machine$double.xmax”  represents the maximum numerical value obtainable in the open-source R 

language and approximates +Inf. 

 

2) Verify that Owen’s Q1 function is equal to the cumulative probability of the non-central t 

distribution:  

( ) ( )1 1 p t 1 pQ k , ,z n , F k , ,z n− − + =   

( )1 1 pQ k , ,z n ,−  +2.1)- Calculation of  

>OwenQ::OwenQ1(nu= 133,t = 17.25068, delta = qnorm(p = 0.90)*sqrt(134), R = 

.Machine$double.xmax) 

[1] 0.9499998 

( )t 1 pF k , ,z n− 2.2)- Calculation of  the cumulative probability of a non-central t distribution, 

using “pt” function of R. 

> pt(q = 17.25068,df = 133, ncp = qnorm(p = .90)*sqrt(134))  

[1] 0.9499998 

 

3) Verify that k1-  is equal to the 1- − − 
=1 1 , ,z np

k t centile of the non-central t distribution:   

3.1)-Calculation of k1- by using an ad hoc written function for the new proposed our procedure 

> k_coeff(n = 134,alpha = .05,p = .9)["k_coef"] 

[1] 17.25068 

1 , ,z np
t

− 3.2)-Calculation of  by using the “qt” function of R 

> qt(p = .95, df = 133, ncp = qnorm(p = 0.90)*sqrt(134)) # 

[1] 17.25068 

  



Appendix C 

 

Demonstration that the generalized procedure two-one sided test (TOST) for the assessment of the 

individual agreement is a size  test, in contrast to Shieh’s affirmation [16]. 

In order for it to be a size  test, it is necessary to verify that the two conditions, indicated in theorem 

8.3.24 of Casella and Berger’s book [20, page 396], are satisfied.  

The two tests that make up the TOST procedure are: 

01 1 p A1 1 pH : vs. H :− −  −   −  

02 1 p A2 1 pH : vs. H :− −       

Let’s us consider the first test that make up the TOST procedure. 

Casella and Berger’s first condition [20] is that a sequence of parameter points (i;i) in H01 exists 

such that: 

( )( )01 i i
i

Pr reject H ;lim
→+

   =  . 

The test function is: 1 p
ˆ D k S/ n− = −  , where k is an appropriate constant to be determined. 

The rejection Region of H01 is 1 p
ˆ

−  − and it is equivalent, after some algebraic steps, to: 

( ) ( ) 1D / S/ n k −+   . 

Given, ( ) ( )LT D / S/ n= +  , we have demonstrated, in Appendix A, that TL is distributed as a 

non-central univariate Student’s t with non-centrality parameter ( ) ( )L / / n =  +   . 

In order that the partial test is of size , k must satisfy the following condition: 

 

   sup supH 1 p H L01 01
ˆPr or, equivalently : Pr T k−  − =   =  . 

 

The superior has to be searched on the boundary of H01 and, in this particular case, is on the half 

straight line in the positive half plane of the Y axis on which lies the segment AC. 

On the half line AC, ( )( )p/z =  +   and, consequently, ( ) ( ) ( )( )L p p/ / z n z n =  +   +  =  

Thus, the condition  supH L01
Pr T k =   becomes  L L pPr T k z n   = =  . 

Since TL is a non-central Student’s t, the coefficient k which fulfils the above condition corresponds 

to the (1-)th quantile of this non-central univariate Student’s t distribution with non-centrality 

parameter L pz n =  and consequently it will be denoted as k1-. 

Thus, the test function becomes 1 p 1
ˆ D k S/ n− − = − . 

 

Let’s consider a succession of points on the segment AC (see Figure 1, Panel A) belonging to the 

border of H01 (and also of H0), which from C converge towards A.  

We have: 

 

( )
p

lim ; ;0
z

+ +

+→−

  + 
  = = − 

 
 

 converging to the point A 

L p plim lim z n z n
+ +→− →−

 + 
 = =

 + 
 



Thus,   ( ) L 1 1 L pn 1; L
lim Pr T k Pr t k z n− −− +→−

 =    = =  . 

The last equality is a consequent of what we have just reported about k1-.  

Therefore, Casella and Berger’s first condition [20] is satisfied. 

 

Casella and Berger’s second condition [20] is that a sequence of parameter points (i;i) in H01 exists 

such that: ( )( )02 i i
i

Pr reject H ; 1lim
→+

   = . 

Let us now consider the second test of the TOST procedure. 

02 p A2 pH : vs. H :       

The test function is: 1 p 1
ˆ D k S/ n− − = +   and the rejection Region of H02 is p̂    and, given 

( ) ( )UT D S/ n= −   it is equivalent to TU<-k1-, where TU is distributed as a non-central univariate 

Student’s t with non-centrality parameter ( ) ( )U / n =  −   . 

Let’s consider the same succession of points on the segment AC (see Figure 1, Panel A) as we did 

previously. 

We have: 

U plim lim z n
+ +→− →−

 − 
 = = −

 + 
 

 

Thus,    U 1 n 1; 1 UU
lim Pr T k Pr t k 1− −  −

+→−

 − =  −   = − =  

 

The last equality is a consequence of the fact that the non-central univariate cumulative probability 

of the Student’s t distribution is a decreasing function with respect to its non-centrality parameter. 

Thus, Casella and Berger's second condition [20] is also satisfied.  

 

We can therefore conclude that Liu and Chow's TOST procedure [17] is a size  test. 
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SUMMARY

Background: The robust regression is rarely used in the statistical analyses in comparison with the Or-
dinary Least Squares regression and the Weighted Regression. In addition, in the frequent case of the 
heteroskedasticity of the residuals, a weighted regression carried out once is the main suggestion of the 
statistical books and the resulting reduced heteroscedasticity is usually considered sufficiently satisfactory. 
Methods: We showed the OLS regression analysis on data simulated with a well evident heteroskedas-
ticity and an ad hoc outlier, followed by a weighted regression iteratively carried out by using iteratively 
reweighted least squares, an estimation method used also in several procedures of the robust regression 
analysis. Therefore, the link between the iteratively performed weighted regression and the robust regres-
sion becomes immediate. Furthermore, the same data have been analysed using some robust regression 
procedures.
Results: It has been shown that in a simulated sample of heteroscedastic data with and without an obvious 
artificially created outlier the weighted regression performs worse with more biased parameter estimates 
than robust regression procedures (such as the robust MO procedure) as the presence of the outlier is not 
adequately neutralized. 
Discussion: In presence of a heteroskedastic pattern of the residuals, the suggestion to use robust regres-
sion procedures which can also deal with the almost sure presence of outliers seems more sensible. Among 
the robust regression procedures carried out, the performance of the robust MO procedure appears 
particularly appealing since it allows biostatisticians a more reasoned management of the outliers shown 
in a very illustrative “ad hoc” plot. Robust regression procedures represent a sensible alternative to OLS 
regression taking into account that its assumptions are practically not always fulfilled and that outliers, 
which are almost certainly present, are not only difficult to handle in classical OLS regression but can also 
provide highly biased estimates.
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INTRODUCTION

Robust regression does not appear adequately used 
by professional and not professional biostatisticians 
despite the theoretical advances on robust regression 
analysis done in the last thirty years as witnessed 
by excellent comprehensive textbooks from, among 
others, Atkinson and Riani[1], Rousseeuw and Leroy 
[2] Maronna et al. [3,4], Huber [5], and Huber and 
Ronchetti [6]. 

The aim of this tutorial is to show that, in case 
of a heteroskedastic pattern of the residuals, robust 
regression methods can replace much more effectively 
the weighted regression based on the Iterative 
ReWeighted Least Squares (IRWLS). In addition, robust 
regression methods allow optimal management of 
potential or real outliers. 

This proposal can be considered an advance 
compared to the usual recommendation to resort to 
a single weighted regression usually suggested by 
many authors [7,8,9] to remove or at least reduce 
heteroskedasticity.

We therefore hope that biostatisticians, both 
professional and non-professional, will be more willing 
to adopt robust regression techniques also because the 
commercial and non-commercial software packages 
available today offer adequate data processing 
capabilities, capable of managing the computational 
requirements of these robust procedures.

Readers are assumed to be familiar with the 
statistical methodology of Ordinary Least Squares 
Regression (OLS-R) with a focus of methods for testing 
its assumptions and detecting outliers. In addition, at 
least a basic knowledge of Weighted Least Squares 
Regression (WLS-R, considered in more detail in this 
paper) is required. The relationships between the main 
equations used by OLS-R and WLS-R are shown in Table 
S4 of the supplementary material (s.m., thereafter). 

Linear Regression - Statistical Theory

In this tutorial we will consider the second type 
of linear regression with both independent and 
dependent random variables. In fact, the first or 
“classic” type with the independent variable as a fixed 
variable is rather a theoretical model, useful however 
in the calibration of a new measurement method and 
the third type with both variables with a measurement 
error in addition to the biological variability belongs to 
the so-called measurement error models not considered 
in this paper. Furthermore, we will consider a simple 
linear regression (without loss of generality, assuming 
the number of the independent variables k equal to 1), 
so that the data points can be displayed in a scatter 
plot of X and Y to easily investigate the homogeneous 
or non-homogeneous pattern of the distribution of 
their sample values. However, our example is easily 
extendable to multiple regression. 

For the Ordinary Least Squares (OLS) method, 

used to obtain the vector b, estimate of the parameter 
vector β, readers can refer to standard regression 
books such as Draper and Smith [7], Kuther et al. [8] 
or Chatterjee and Hadi [9] and the section “Linear 
regression – Statistical Theory” of the s.m. Here we 
would like to emphasize that the vector b, as given 
by equation (4) in Table S4 of the s.m., is the Best 
Linear Unbiased Estimator (BLUE) of the regression 
parameters (intercept and regression coefficients). 
This property follows from the Gauss-Markov theorem 
(see Kutner et al. [8, Chapter 1, page 18]) which 
states that among the unbiased linear estimators of 
b, the estimator with minimum variance is obtained 
by the Minimum Weighted Squares (MWS) method 
with the weight matrix (W) equal to the inverse of the 
error variance-covariance matrix: W=∑-1. Thus, OLS 
method is a special case of “Weighted Least Squares” 
(WLS) method when, due to homoscedasticity, equal 
residual variances can be collected to a common factor 
leaving all weights equal to 1. In turn, “Weighted Least 
Squares” method is a particular case of “Generalized 
Least Squares” (GLS) one when the error variance-
covariance matrix is diagonal (i.e., the error terms are 
uncorrelated) with heteroskedasticity (the weights are 
different: wi,i= 1/σi

2, being wi,i a generic element on 
the main diagonal of the weights matrix W; in fact, 
the inverse of a diagonal matrix is equal to a diagonal 
matrix with the reciprocal of its values on the diagonal). 

Furthermore, the unbiasedness of the estimators 
does not require that the errors be normally distributed 
nor that they be independent and identically distributed 
as long as they are uncorrelated with zero mean and 
homoskedastic with finite variance. However, the 
requirement of the unbiasedness property has to be 
maintained since there also exist estimators with lower 
variance but biased. 

Moreover, Carroll and Ruppert [12] do not consider 
the WLS but only the GLS that have the advantage of 
being applied without any distributional assumptions 
but specifying only the model for mean, variances and 
their relationship. 

The OLS estimates are obtained by minimizing the 
sum of the squared residuals; namely, 

Otherwise, in the case of the WLS the function to 
be minimized becomes:

where wi,i is the i-th diagonal element of the (nxn) 
matrix W; the other terms are been defined in the 
paragraph “Linear Regression – Statistical Theory” 
of the s.m.. Thus, a weighted sum of the squared 
residuals is minimized, where each squared residual 
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is weighted by the reciprocal of its variance. In other 
words, when estimating b, less weight is given to the 
observations for which the linear relationship (to be 
estimated) is noisier and more weight to those for 
which it is less noisy.

Unfortunately, after an OLS-R, the recommended 
steps to test the statistical assumptions of the model 
(errors: identically, independently and normally 
distributed – the latter particularly relevant for the 
validity of the statistical tests on the estimates and 
the ANOVA table of the regression analysis) and 
also the adequacy of the model (straight line) are 
not systematically carried out even by professional 
biostatisticians. 

Therefore, one may not observe a fan-shaped (or 
megaphone-like) pattern shown by the (externally 
studentized) residuals plotted against the fitted 
(predicted) values as an expression of a heteroskedastic 
distribution (higher variance for higher values of 
the fitted values) rather than the homoskedastic one 
required for the validity of the OLS analysis.

Methods: statistical analyses

We performed a simple OLS regression on the 
simulated dataset according to a heteroskedastic 
regression model as described in the s.m.. In 
particular, the mean and the standard deviation of the 
independent variable (X) were equal to 14 (µX) and 
to 6 (σX), respectively. The regression slope (β1) and 
intercept (β0) parameters are both 0.9. 

For showing the advantage of performing a robust 
regression (see after), observation n.4 of the dataset 
was created as an outlier by increasing its ordinate 
to 15.09 from the original value of 2.33 and keeping 
the original simulated abscissa value of 1.59. Figure 1 

shows the diagram plot of the simulated data (Panel A) 
and the diagram plot of the same data with observation 
n. 4 modified as an outlier (Panel B). In Figure 1, 
points whose OLS residuals were found outside some 
thresholds for outlier diagnostics are shown in red and 
marked with the observation number.

In order not to lose the thread of this tutorial from 
OLS heteroscedasticity to robust regression passing 
via weighted regression, the OLS regression results 
(ANOVA table, parameter estimates together with their 
standard error, t-statistics with their p-value, mean error 
squares, coefficient of determination (R2) not adjusted 
and adjusted) are shown in the s.m. (Table S1 and Table 
S1.1, respectively). The paragraph “Considerations 
about the coefficient of determination” which deals 
with some theoretical aspects of the unadjusted and 
adjusted coefficient of determination of OLS and WLS 
regressions, the paragraphs “outlier diagnostics: 
theory” and “outlier diagnostics: data with the outlier”, 
together with some plots obtained with the keyword 
“influence” from the OLS regression by SAS® Proc 
REG [26] are shown and commented in the s.m. to 
which interested readers are referred.

Figure 2 shows the plot of the “externally studentized 
residuals” or “jackknifed residuals” (see s.m.) called 
“Rstudent” in SAS®, more effective in detecting 
outlying Y observations than “internally studentized 
residuals”, vs. the fitted values as a practical example 
of residual heteroskedasticity of the fifty simulated 
data without and with the artificially created outlier. 
The points are marked with the observation number 
to better understand why these observations exceeded 
some thresholds to be considered “suspected outliers” 
(see s.m.).

In Figure 2-Panel A, a fan-shaped pattern is quite 
evident, especially considering that these residuals 

Figure 1. Scatter diagram of the simulated data (Panel A) and the same data with observation n.4 modified as an outlier 
(Panel B)

  

Figure 1- Panel A Figure 1 - Panel B
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come from simulated data with heteroskedastic errors. 
The same pattern is shown in the Figure 2-Panel B for 
the data with the artificially created Y-direction outlier, 
although the outlier (n.4 in the top left of the Figure 
2-Panel B) is well above the fan-shaped pattern better 
evident in Figure 2-Panel A without the outlier. 

It should be noted that, due to heteroscedasticity, 
OLS estimator still provides unbiased and consistent 
estimates but no longer of minimum variance (see 
Kutner et al. [8 Chapter 11]). Finally, according to 
Chatterjee and Hadi [9, 5th Ed. Page 193] it is possible 
to conclude that the coefficients “lack precision in a 
theoretical sense”. 

The presence of the heteroskedasticity can be 
formally tested by means of some formal statistical tests, 
as reported in Appendix A of the s.m.. However, since 
the statistical tests may provide inconsistent results, it 
is strongly recommended to base the judgement of 
heteroskedasticity on the pattern of the (externally 
studentized) residuals against the independent or the 
dependent or the fitted variables.

Outlier Diagnostics

Another relevant point in any type of statistical 
analysis, but particularly relevant in the context 
of the regression analysis, is the identification of 
outliers (usually defined as Outlier Diagnostics; see 
s.m.) in the sample dataset. In fact, the presence 
of just one outlier can dramatically modify the OLS 
estimates. Furthermore, it should be emphasized 
that the presence of a heteroskedastic pattern makes 
more difficult the identification of the outliers. For the 
outlier diagnostics (leverage, Mahalanobis distance 
or better the squared Mahalanobis distance -MDi2-
, the “standardized residuals”, the “studentized 
residuals” or the “internally studentized residual”, the 

DFFITS(i) statistics, the DFBETASj(i) statistics, and the 
“COVRATIO”) together with the related diagnostic 
thresholds, readers are referred to the already cited 
paragraphs “Outlier diagnostics: theory” and “Outlier 
diagnostics: data with the outlier” of the s.m.

Statistical approaches to deal with the heteroske-
dasticity

Heteroskedasticity can be removed by a suitable 
transformation of the variables according to Cohen 
et al. [32] and Mosteller and Tukey [33] with their 
Bulging Rule (or Ladder of Powers) suggesting power 
transformations (of X or of Y or both) with exponents 
of 2, 1, 0.5, -0.5, -1 and -2 including the logarithmic 
transformation. However, this approach leads to the 
very relevant problem of attributing a meaning to the 
relationship between the transformed variables with 
respect to what the researcher wanted to evaluate 
between the original variables.

However, even non-professional biostatisticians 
are well aware that, in the case of heteroskedasticity, 
several statistical books dedicated to regression [7,8,9] 
suggest the Weighted Regression (WR) analysis as 
a more sensible alternative to transformations. WR 
is a procedure based on a generalization of the 
regression model, which is implemented by assigning 
different weights to each observation, instead of the 
weight equal to 1 given by the OLS method, being 
homoscedasticity. Therefore, it is necessary to calculate 
weighted least squares (WLS) estimates instead of 
OLS. Furthermore, the use of weights will (legitimately) 
impact the widths of the statistical intervals.

However, there is a practical difficulty in determining 
the weights to estimate the error variances (or standard 
deviations) that provide the W matrix to be used to 
obtain the WLS estimator (bw).

Figure 2. Scatter diagram of the externally studentized residuals and fitted values for the simulated data (Panel A) and the 
same data with observation n.4 modified as an outlier (Panel B)

  

Figure 2-Panel A Figure 2-Panel B
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In some cases, weights values may be based on 
theory or previous research. For example, when the 
error variance is proportional to an independent 
variable, the natural weights are the reciprocal of the 
independent variable. 

However, in the usual case where the structure of 
the matrix W is unknown, it is necessary to estimate 
the variance or the standard deviation function, 
accordingly.

In experiments designed with large numbers of 
replicates or in the case of some measurements of the 
dependent variable at the same or nearly the same 
value of the independent variable (replicates or nearly 
replicates), weights can be estimated directly from the 
sample variances of the response variable at each 
combination of the same or nearly the same values 
of the independent variable. An exemplification of 
this approach is shown in Draper and Smith’s book 
[7, paragraph 9.2. Generalized Least Squares 
and Weighted Least Squares, page 221] where the 
variances of the Y values, computed at five means of 
equal or nearly equal X values, were regressed on the 
X means and the X means squared, due to a suggested 
quadratic relationship. Of course, this regression 
allows the variance pattern to be modelled and the 
regression coefficients to be used obtain the fitted 
variance values for each X. Then, the reciprocal of the 
fitted variance at each X value was used as the weight 
for the WR between the original Y and X dataset.

As a further example of this approach, consider 
the analysis of the dataset (https://online.stat.psu.
edu/stat501/lesson/13/13.1) consisting of seven 
observations of the pea diameter (in inches) of the 
parent plant (X) and the mean diameter (in inches) of 
up to 10 plants grown from seeds of the parent plant 
(Y) made by Sir Francis Galton (16 February 1822 
Birmingham England – 17 January 1911 Haslemere, 
Surrey, England). Therefore, it is possible to calculate 
the variance of the progeny plants and use its reciprocal 
as weights for the WR analysis. 

Further issues are reported in Appendix B of the 
s.m. to which the interested reader is referred.

Usually, statistical books report an example of WR 
together with the plot of the WLS residuals against 
the variable for which a megaphone pattern has 
been highlighted and conclude that a satisfactory or 
rather satisfactory reduction in heteroskedasticity has 
been achieved. For example, Draper and Smith [7, 
page 229] report “The residuals plots in Figure 9.2 
reveal that the vertical spread of residuals is now 
roughly (our italic) the same at the two main levels 
of the transformed response. At lower levels there 
are only two observations so that there is not much 
of an estimate of the spread there. The employment 
of weighted least squares here appears to be justified 
and useful”. 

WLS estimates of coefficients are generally close to 
the “ordinary” unweighted OLS estimates. However, 
Kutner et al. [8, 1974, page 426] and Chatterjee et 
al. [9] point out that if the estimated WLS coefficients 

differ substantially from the estimated OLS coefficients 
it is recommended to repeat the WLS regression until 
the estimated coefficients stabilize by using the revised 
weights obtained by the residual of the previous WLS 
regression to re-estimate the variance or the standard 
deviation function; this process gives the “iteratively 
reweighted least squares (IRLS or IRWLS).” Often the 
stabilization of the coefficients is achieved in no more 
than one or two iterations.

Similarly, the same procedure should be followed 
in the case of an unsatisfactory removal of the 
heteroskedasticity after the first WLS regression, as 
shown by the plots of the residuals towards the variable 
with which the megaphone pattern is highlighted at 
the first OLS-R. Only the studentized residuals take 
into account the weights that are used to model the 
different values of the variance and, consequently, 
these residuals must be used to draw the diagnostic 
plots.

However, the iterative steps of the weighed 
regression are a demanding procedure especially if 
they have to be performed without the availability of 
ad hoc software.

Indeed, after the externally (better) studentized OLS 
residuals plotted against a predictor (or fitted values) 
show a megaphone shape, a second OLS should be 
performed to estimate the variance function (or the 
standard deviation function) by regressing the squared 
residuals (or the absolute residuals) on the predictor 
or fitted values with which a megaphone pattern was 
evidenced. Indeed, if the first OLS-R model is correct 
the i-th squared residual is an estimate of σi

2 and the 
i-th absolute residual is an estimate of σi to be preferred 
in presence of outliers with expected largest residuals 
so as not to have a very low weight being wi=1/σi

2 

or 1/σi.
Then the reciprocal of the fitted values by the 

estimated variance (1/σi
2) or standard deviation 

function (1/σi) are used to obtain the weights for the 
first WLS-R. Next, the procedure needs to be repeated 
using the set of externally studentized residuals from the 
WLS-R to re-model the variance (or standard deviation) 
with an OLS-R and the resulting residuals will be the 
weights to be used in the second WLS-R, and so on. 

An “ad hoc” software that allows to perform 
the iteratively reweighted least squares procedure 
could be very useful and in fact a code in the open-
source R language is available upon request to the 
corresponding author. 

Table S2 s.m. shows the results of the iterative 
process using IRLS starting from the OLS regression 
with a heteroskedasticity pattern clearly evident from 
the plot of the OLS externally studentized residuals and 
the fitted Ŷ (Y-hat) variable (Figure S1-Panel A equal to 
Figure 1-Panel A). 

Finally, the OLS regression results are reported in 
s.m. together with those of the iterative steps of the 
weighted regression (Figure S1, Panel A, Panel B, 
Panel C, and Panel D). 
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Iteratively reweighted Least Squares (IRWLS) 

The IRWLS estimator used above in iterative 
weighted regression is also used in some “robust 
regression” procedures, among other estimating 
approaches. 

However, in weighted regression the parameter 
estimates are obtained by minimizing the weighted 
sum of the squared residuals; otherwise in the robust 
regression the parameter estimates are obtained 
by minimizing a particular function of the squared 
residuals. 

Robust regression instead of the OLS regression 
allows to dampen the influence of outliers that 
inevitably exist in medical and biological datasets and 
that are difficult for the researcher to handle.

In fact, it is worth remembering the following 
clarification of Maronna et al. [3, page 51]: “… 
while in the classical approach to statistics one aims 
at estimates which have desirable properties at an 
exactly specified model, the aim of robust methods is 
loosely speaking to develop estimates which have a 
‘good’ behaviour in a ‘neighbourhood’ of a model”. 

An online SAS® documentation reports the 
connection between robust regression and weighted 
least squares. [34] In fact, the use of the IRWLS 
estimator naturally leads to considering a robust 

regression whose main advantage consists in an 
adequate handling of outliers. 

Other relevant references are the papers of Holland 
and Welsch [35], Street, Carroll and Ruppert [36] 
Heiberger and Becker [37], and Green [38].

Readers interested in a more in-depth clarification 
of the robust regression methodology and its estimating 
procedure may referred to Appendix B of s.m..

Since the weights change from one iteration to 
another, the weighted residual sum of squares could not 
decrease at each iteration. Indeed, for removing this 
restriction, it has to specify the keyword “NOHALVE” 
in the PROC NLIN of SAS® [26].

We would like to consider as an explanatory 
approach the robust Multiple Options (MO) procedure 
proposed by Orenti and Marubini [39] (see Appendix 
C of s.m. for an in-depth illustration) together with 
the robust regression results obtained from the Least 
Trimmed Squares (LTS) and the MM estimator.

The MO procedure has the particular 
characterization of iteratively checking for outliers 
after obtaining a first bulk of observations and has 
demonstrated satisfactorily behaviour for identifying 
outliers. The others two robust procedures were 
considered for their satisfactorily performance and 
frequent use. 

Table 1. Results on data with the outlier

Estimates OLS OLS* IRWLS MO MM LTS

Intercept (b0)
SE
P

-1.22785
1.49385
0.4152

0.42970
1.67672
0.7988

1.6778
1.4586
0.256

-0.65877
1.45311

0.652

-0.6064
1.6354
0.712

0.16334
1.47560

0.912

Slope (b1)
Se
P

1.00084
0.09645
<.0001

0.90325
0.10825
<0.0001

0.8133
0.1056

<0.0001

0.95421
0.09482
<0.0001

0.9520
0.1303

<0.0001

0.85023
0.09634
<0.0001

MSE 3.94245 4.42505 4.495 3.535 4.072 3.576

R2 0.6917 0.5919 0.5528 0.6784 0.6303 0.6338

Adj-R2 0.6853 0.5834 0.5435 0.6717 0.6226 0.6257

OLS* - OLS regression with the observation n.4 made as an outlier owing to the increase of the simulated value of its 
ordinate.

OLS, WLS, and Robust regression procedure 
results

Table 1 shows the results of the fitted regression 
models. The estimates of the weighted regression 
performed with the iterative weighted estimators and 
of the MO, MM, and LST robust regressions are those 
computed at the final step of their iterative process.

Column 2 (OLS) and column 3 (OLS*) allow to 
capture the large difference between the OLS intercept 
estimates without and with the observation n. 4 created 
as an outlier. Indeed, it was expected that the outlier in 

the Y-direction located approximately at the beginning 
of the observations would shift the regression line 
clockwise leading to a positive intercept rather than 
a negative one. Furthermore, since there is only one 
outlier the OLS slope estimate is relatively little affected 
with a reduction of about 10%. 

The IRWLS estimates of the weighted regression 
are very influenced by the presence of only one outlier 
with the greatest positive intercept and the lowest 
slope values leading us to conclude that, at least in 
this case, the weighted regression with IRWL was not 
a sensible choice.
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Figure 3-Panel A 
OLS* = OLS regression with the outlier 

OLS = OLS Regression without the outlier 
(observation n.4 with original data)

Figure 3-Panel B. The regression lines of the 
LTS and MM estimator of the robust regression 

are in addition shown

Furthermore, the estimates of the MO procedure 
are very close to those of the OLS without the outlier; 
finally, taking as a reference the OLS estimates of the 
dataset without the outlier, the MO estimates turned 
out to be a little less biased than the MM and LTS 
estimates.

Figure 3-Panel A shows the regression lines fitted 
with the OLS, the OLS*, IRWLS, and MO robust 
regression. Figure 3-Panel B shows also the regression 
lines fitted from the LST and MM robust regressions. 
This figure makes it easier to understand the comments 
reported about the Table 1 with the OLS* regression 
line deviating by the created outlier and the MO, LTS 
and MM regression lines close to the OLS line. Finally, 
it is evident that the weighted regression with the 
IRWLS estimator (line with the greatest intercept) is not 
able to overcome the influence of the outlier.

Table 2 shows the results of the regression models 

fitted without the outlier. The first (OLS) and the 
second (OLS*) column are equal to the corresponding 
columns in Table 1 and have been reported for easier 
comparison. The estimates of the weighted regression 
performed with the iterative weighted estimators and 
of the MO, MM, and LST robust regressions are those 
calculated in the final step of their iterative process.

Again, it is worth highlighting the poor performance 
of the IRWLS weighted regression with the and the 
lower bias of the robust MO procedure compared to 
the other two robust procedures.

Figure 4 shows the regression lines fitted with the 
OLS, IRWLS, MO, LTS, and MM robust regressions. In 
particularly, due to their very similar intercept and slope 
estimates the MO and MM regression lines overlap: 
specifically, the intercept is -0.78189 and -0.7723, 
and the slope is 0.96160 and 0.9607, respectively.

Table 2. Results from data without the outlier

Estimates OLS OLS* IRWLS MO MM LTS

Intercept (b0)
SE
P

-1.22785
1.49385
0.4152

0.42970
1.67672
0.7988

0.19188
0.49302

0.699

-0.78189
1.33895

0.562

-0.7723
1.2122
0.527

0.2768
1.2859
0.831

Slope (b1)
SE
P

1.00084
0.09645
<.0001

0.90325
0.10825
<0.0001

0.88750
0.05756
<0.0001

0.96160
0.08818
<0.0001

0.9607
0.1128

<0.0001

0.8433
0.0851

<0.0001

MSE 3.94245 4.42505 2.285 3.435 3.859 3.325

R2 0.6917 0.5919 0.832 0.7124 0.6627 0.6858

Adj-R2 0.6853 0.5834 0.8285 0.7064 0.6659 0.6788

OLS* - OLS regression with the observation n.4 created as an outlier by increasing the simulated value of its ordinate



ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - 2024, Volume 19, Issue 1 BIOSTATISTICS

Robust Regression as a sensible alternative to the Weighted Ordinary Least Squares Regression in case of heteroskedasticity. A Tutorial108

Figure 4 

Figure 5, Panel A and Panel B shows the very 
informative plot obtained from the final iteration 
of the robust MO regression [39]. Indeed, Figure 5 
shows four quadrants: two quadrants are above the 
horizontal line drawn at 0.5 which delimits the value 
of weight given to the observations (under or above) 
and the two remaining quadrants are to the right and 
left of the vertical line drawn at 0.89517, a value 
given by the Neperian logarithm of the square root of 
the 0.95 quantile of a χ2 distribution with 2 degrees 
of freedom (ln√5.99146 = ln (2.44775) = 0.89517) 
(see Appendix C of the s.m.). This line corresponds 
to the threshold of the Neperian logarithm of the 
robust distance (ln ZRD) that delimits the low (left) and 
high (right) leverage points. In particular, in the two 
quadrants below the line drawn at the weight value of 
0.5 there are the observations considered as outliers 
and “bad leverage points” for the observations on the 
right of the vertical line drawn at the above reported 
value of 0.89517. In addition, the two quadrants over 
the horizontal line drawn at the weight value of 0.5 
are the location of the “bulk” (left quadrant) and of the 
“good leverage points” (right quadrant) as opposed 
to the “bad leverage points” as they influence the 
regression fitting without providing biased estimates 
compared to those that would be obtained with the 
bulk data.

It is possible to see two observations in the dataset 
with the outlier (n.4 and n. 29 with weights of 
0.16241 and 0.45452, respectively) under the line 
of the 0.5 threshold in the bottom right quadrant. Of 
course, in the dataset without observation n.4 created 
as an outlier, only observation n. 29 is considered 
an “outlier” with an attributed weight of 0.45155. 
According to MO, observation n. 7 is at a relevant 
distance (exceeding the above reported threshold of 
Cook’s robust distance) from the bulk for both datasets 

as a “good leverage point”.
Moreover, observations n. 13, and 44 are close to 

or above the threshold for the dataset with the outlier 
and show a further shift to the right for the dataset 
without the outlier. For the latter dataset, observation 
n.13 becomes a “good leverage point” while 
observation n.4 and observation n. 44 are close to 
but to the left of the threshold and just at the threshold, 
respectively.

The robust MO procedure assigns weights to the 
observations without the imputed outlier with a mean 
of 0.9110 (±0.1139, s.d.), median equal to 0.9674, 
first (Q1) and third (Q3) quartiles equal to 0.8647 and 
0.9894, respectively, minimum and maximum values 
of 0.4516 (obs. n.29) and 1.0000, respectively. Only 
two observations (n. 19 and n. 28) have a weight 
of 1, contrary to what happens in the OLS regression 
in which all observations have a weight of 1. In 
addition, even in this case the negative skewness of 
the distribution is evident since the median is much 
greater than the arithmetic mean.

The weights given by MO to the observations with 
the imputed outlier have mean of 0.9010 (±0.1548, 
s.d.), median equal to 0.9654, first (Q1) and third (Q3) 
quartiles equal to 0.8681 and 0.9894, respectively, 
minimum and maximum values of 0.1624 (obs. n. 4) 
and 0.9999 (obs. n. 28), respectively. No observations 
have a weight of 1, contrary to what happens in the 
dataset without the observation n.4 created as an 
outlier and in the OLS regression. In addition, the 
negative skewness of the distribution is evident since 
the median is much greater than the arithmetic mean.

The descriptive statistics of the weights of the other 
three methods (IRWLS, MM, and LTS) are reported in 
the s.m..
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CONCLUSIVE REMARKS

We have shown how the heteroskedastic pattern of 
the residuals leads to solutions that cannot be naively 
granted. Indeed, the Weighted Regression suggested 
as a not particularly sophisticated statistical method 
and as a standard solution to handle heteroskedasticity 
can be quite unsatisfactory with estimates very far from 
the expected ones, given the almost sure presence of 
outliers. 

Our exemplification with data simulated according 
to a heteroskedastic model and with only one outlier 
created is not particularly illustrative of the advantages 
of using robust regression methods to handle 
potential or definite outliers, considering also that 
the handling of these observations is a very difficult 
task. However, this exemplification has shown how 
weighed regression even if iterated to removing the 
heteroskedasticity pattern can show an unsatisfactory 
behaviour compared to robust regression procedures.

In promoting the use of these robust procedures, 
special attention has been paid to the MO robust 
regression since its unique feature is to recover 
observations that are considered as outliers or at least 
not belonging to the bulk of observations after the first 
stage of its iterative process. In addition, its final figure 
with the residual classified as outlier or not and bad 
or good leverage points allows the researcher to make 
a sensible decision whether or not to exclude some 
observations from the dataset to be analysed.

A note of caution must be expressed regarding 
the interpretation of the determination coefficient (R2) 

adjusted or not since in the context of the Weighted 
Regression or Robust regression it does not have the 
usual interpretation of the variance explained by the 
explanatory variables (see s.m.). 

Finally, methods to deal with heteroskedasticity 
are not limited to weighted regression or to robust 
regression procedures. Indeed, since WLR estimates 
are as consistent and unbiased as those from OLS 
regression as long as the mean function in the 
regression model is correctly specified, it is possible 
to focus on the variability and to adopt methods 
that lead to bootstrapped standard errors computed 
nonparametrically by resampling from observed data 
[40] or to the Sandwich Standard Errors [40, 7.2.7 
Sandwich Standard Errors for Least-Squares Estimates 
paragraph]. However, since it is not possible to rely 
with certainty on the fulfilment of their assumptions 
and since more technical statistical knowledge is 
required, it is strongly recommended to rely on the 
robust regression models and in particular on robust 
MO regression. 

No funds have to be acknowledged. 
No conflicts of interest have to be declared.
No acknowledgements have to be expressed.

Figure 5. MO distribution of the weights given to observations in four quadrants. Data with the 
outlier (obs. n.4) (Panel A). Data without the outlier (Panel B)
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DATA SET: 50 observations with one created outlier (type: outlier = 0 / bulk = 1 observation n.4).  

The data have been simulated, according to a heteroscedastic pattern, starting from the values (means 

and standard deviations rounded) of the Troponin (X, mg/L) and the weight (Y, g) of the infarcted 

myocardial area of beagle dogs obtained by heart dissection after being sacrificed shown in the book 

from: Cesana Bruno Mario, Antonelli Paolo and Pea Giuseppe. La Statistica per le Scienze 

Biomediche 2012 Libreria Universitaria. 

Particularly, the 50 data (rounded to the second decimal figure) have been simulated according to a 

Gaussian distribution with mean equal to 14 (X) and standard deviation equal (X = 6). 

In addition, the regression parameters are: slope (1) = 0.9 and the intercept (0) = 0.9. 

Furthermore, a heteroskedastic error has been added by increasing the measurement error of the Y 

variable (created as the dependent variable of a straight linear regression) by an increasing quantity 

depending on the increase of the X variable. 

 

R code for the simulation process of X and Y variables with heteroskedastic errors 

# simulation of the X values; 

set.seed(seed = 135791) 

X_Trop=round(rnorm(n,muX,sigmaX),2) 

 

# fixing the standard error of the heteroskedastic residuals; 

sigma_err = 6.84 

 

# simulation of errors according to a Gaussian distribution; 

set.seed(seed = 24682) 

err_sim=rnorm(n,mean = 0,sd =  sigma_err) 

 

# calculation of heteroskedastic errors proportional to X variable; 

hmin=1; hmax=4  

# hmax and hmin are multiplicative factors of the error_Xmax and of the error_Xmin 

# multiplicative (linear) factor equal to 1 for Xmin and equal to 4 for Xmax 

# the following equation is the equation of a straight line passing through 1 and 4; 

fm=sqrt(((hmax-hmin)*(X_Trop-min(X_Trop))/(max(X_Trop)-min(X_Trop)))+hmin) 

 

# calculation of the heteroskedastic errors; 

err_etsc= err_sim*fm 

 

# calculation of the values of Y_Weight as the dependent variable of a linear regression 

Y_Weight = round(beta0 + beta1*X_Trop + err_etsc,2) 

dt_TropWeight = as.data.frame(cbind(X_Trop,Y_Weight)) 

 

# creation of only one outlier: observation n.4 

out_indx= 4 

outls= c( 1.59, 15.09) 

 

# substitution of the observation n.4° in the data set dt_TropWeight with the outlier (outls); 

dt_TropWeight_with_1outls= dt_TropWeigh 

dt_TropWeight_with_1outls[out_indx,1:2] = outls 

 

According to a SAS ® code for reading the data: 
DATA Trop_weigth_outlier; 

INPUT NUM X_Trop Y_Weight TYPE @@; *TYPE = OUTLIER = 0 / BULK = 1; 

CARDS; 
1   21.09  20.25    1  2   13.61  14.63    1 

3   18.03  15.60    1  4    1.59  15.09    0 



5   12.78  16.35    1  6   19.14  12.83    1 

7   23.64  27.59    1  8   18.27  13.17    1 

9   14.05   5.33    1  10  17.17  20.92    1 

11  17.74  16.52    1  12  15.49  12.24    1 

13  18.46  25.17    1  14  17.54  14.57    1 

15  14.56  11.61    1  16   9.80  10.46    1 

17  25.07  18.98    1  18  13.06  10.44    1 

19   2.81   1.92    1  20  12.70   5.82    1 

21  18.53  11.21    1  22   5.46   4.87    1 

23   5.26   5.63    1  24  21.45  20.49    1 

25  16.06  14.16    1  26   5.55   3.23    1 

27  12.48  13.57    1  28  11.71  10.48    1 

29  25.00  33.71    1  30  21.42  22.98    1 

31   3.87   4.38    1  32  11.00   8.35    1 

33  20.35  12.21    1  34  20.15  21.69    1 

35  10.42  14.07    1  36  13.97  15.16    1 

37  14.28  15.98    1  38  11.96  13.46    1 

39   6.21   2.89    1  40  20.92  14.46    1 

41  18.52  20.33    1  42  14.14  10.26    1 

43  21.71  16.02    1  44  17.22  23.71    1 

45  12.72   5.73    1  46   6.94   3.63    1 

47  13.54  13.71    1  48   8.34   5.96    1 

49  12.55  10.86    1  50  10.14   7.76    1 

; RUN; 

 

It has to be noted that the observation 4 (highlighted in bold) has been created as an outlier in the Y-

direction by a huge increase of its ordinate (from 2.33 to 15.09) and keeping the original abscissa 

value from the simulation process. So, the dataset without the outlier is obtained by inserting the Y-

value of 2.33 instead of 15.9 in observation n.4. 

 

Linear Regression - Statistical Theory 

 

The simple regression model: i i iY X=  + +   can be more conveniently written in matrix terms 

allowing for immediate extension to multiple regression. Consequently, the two parameter estimates 

in the case of a simple regression (a: intercept and b: regression coefficient/slope) are incorporated 

into a vector b (2 rows and 1 column) and, accordingly, they will be defined as b0 and b1, respectively, 

or as b0 to bk parameters estimates in the case of a multiple linear regression with k independent 

variables. So, in a sample of size n, the model pertinent to the i-th observation (case) for a linear 

regression and also for a general linear model is: 

 

yi = 𝐱i
′𝛃 + εi with i = 1, ..., n    (1) 

 

where: yi is the random dependent variable (response); x’i is the i-th row of the matrix X of size n x 

(k+1). In observational studies aimed to evaluate the role of the independent variables in explaining 

the response we can think of (𝐱i
′, yi) as a point in a (k+1) dimensional space. On the contrary, in 

experimental studies X is a non-random matrix defined by the structure of the experimental design 

and, consequently it is predetermined by the experimenter [10-11]. In both settings, the rank of the 

matrix X is the number of its independent column equal to k+1 with the first column consisting of all 

1 for obtaining the intercept of the regression analysis or the grand mean of the experimental design. 

Of course, in the WLS regression with observation weights other than 1, the first column will consist 

of the actual values of the weights. 

β is the (k+1) x 1 row vector of the parameters to be estimated with b0 and b1 usually used to indicate 

the intercept and the slope of the regression model, respectively; i is a random error assumed to be 

identically, independently normally distributed (i.i.d.) with mean vector 0 and constant variance 𝜎𝜀
2; 



obviously, the vector  will be multivariate normally distributed with mean vector 0 and a diagonal 

variance-covariance matrix nxn I
2

 . 

Furthermore, the residual (ri) is defined as the difference between the observed value of the dependent 

variable (yi) and the calculated/fitted y value defined iŷ (read as y-hat); in particular: i i iˆr y y= − . 

So ri corresponds to the estimate of i when the equation is written with the estimates b0 and b1 instead 

of their parameters. In fact, i i iY X=  + +   → i i iY X = − +  which corresponds in the sample 

as ( )i i 0 1 ir Y b b X= − +  and i 0 1 iŶ b b X= + . Of course, a corresponds to b0 and b to b1. 

Furthermore, it should be noted that the variance of the error term i, defined 
2

i
 , is equal to: 

   
2

2 2E E
i ii

 
 =  −    

. Since the expected value of i (E{(i}) is equal to 0, according to the 

assumptions of the regression model, the expected value of 
2

i
  (E 2

i
 ) is right 

2

i
  with the 

conclusion that the squared residual (
2
ir ) is an estimator of the error variance and its absolute value 

(|ri|) is an estimator of its standard deviation obtained by the squared root of the variance. Of course, 

in the case of homoskedasticity, since the residual variances are all equal, 
2

i
 can be replaced by 

2
  

as the parameter of the error variance estimated by: 
n

2 2
i

i 1

1
s r

n p =

=
−
 . 

Thus, it is very easy to conclude that the residuals (squared or absolute value) can be used to assess 

the relationship between the error variance (standard deviation) function with the pertinent 

independent or dependent or fitted variables in order to assess the presence of a heteroskedasticity 

pattern and ultimately model it.  

For this purpose, it is also necessary to emphasize that in the presence of potential outliers in the 

dataset, regressing the standard deviation function should be preferred since it is less affected by the 

presence of outliers than regressing the squared residual function regression which is affected by the 

higher squared residuals. This very important point should be kept in mind in order to understand the 

role of the residuals in creating the weights for the WLS-R.  

For easy reading, we report the formulas of the sample slope (b) and intercept (a) estimates from the 

ordinary least squares (OLS): 

 

( ) ( )

( )

n n

i i i i

i 1 i 1
n n

22 2
i i

i 1 i 1

Y X nYX Y Y X X

b ; a Y bX

X nX X X

= =

= =

− − −

= = = −

− −

 

 
 

 

Regression analysis with the outlier 

 

Table S1 shows the ANOVA table of the OLS regression analysis. The formulas are shown along with 

the actual values obtained from the OLS regression with the dataset shown above. 

 

 

 

 

 

 

 



Table S1: ANOVA table of the simple linear OLS regression. 

Source of 

variability 

Degrees 

of 

freedom 

SS MS Statistics F 

P 

E(MS) 

Regression 

Due to 

b1b0 

 

1 ( )
n

2

i
i 1

y y
=

− ˆ  

1363.18469 

n
2 2

1 i

i 1

b (X X)
=

−  

1363.18469 

69.63 

<0.0001 
n

2 2 2

1 i

i 1

(X X)
=

 − +  

Residual 

(error 

variance) 

MSE 

n – 2 

50-2=48 

( )
n

2

i i

i 1

ˆy y
=

−  

939.89224 

( )
n

2

i i
2 i 1

ˆy y

s
(n 2)

=

−

=
−


 

19.58109 

 2 

Total 

(corrected)  

n – 1 

50-1=49 

n
2 2

i

i 1

y ny
=

−   

2303.07693 

-  - 

Correction 

term 

Due to b0 (a 

– intercept))  

 

1 

 
2ny   

8989.79587 

 
2ny   

8989.79587 
 

 

( )( )
( )

22

22

n / n X

n X

 +  + =

 +  +

 

Total 
N 

50 

n
2

i

i 1

y
=

  

11292.87280 

   

 

In addition, the estimated values of the intercept and slope along with their standard errors, t statistics, 

and significance level are reported in the Table S1.1. 

 

Table S1.1 

Estimates Value Standard error Statistics t p-value 

Intercept (b0) 0.42970 1.67672 0.26 0.7988 

Slope (b1) 0.90325 0.10825 8.34 <0.0001 

 

Furthermore, the Square Root of the MSE (Mean Square Error) is equal to 4.42505 from 

19.58109. Finally, the R2 = 0.5919 and the adjusted R2 (Adj R2) = 0.5834; 

 

Outlier diagnostics: theory  

 

Of course, outliers can be in the Y-direction or in the X-direction; the latter are usually called 

“leverage points” to be further defined as “good” or “bad leverage points”. Good leverage points are 

observations that are far from the bulk of the observations (observations close to the regression line 

determined by most of the data), but with no or almost irrelevant influence on the estimates. 

Otherwise, “bad leverage points” are far from the regression line determined by most of the data and 

can even have a dramatic impact on the estimates by pulling the regression line towards themselves. 

Often these “bad leverage points” are also outliers. 

First, we need to consider the diagnostics based on the residuals obtained from OLS, but it should be 

emphasized that the OLS estimator has a very low performance (robustness) since only one 

observation (outlier) is sufficient to obtain parameter estimates that are much biased compared to 

those obtained only on the “bulk” of the observations. Furthermore, since the “breakdown point” in 

the one-dimensional estimation of location defined as the “smallest fraction of contamination (outlier 

observations) that can cause the estimator to take values arbitrarily far from the values estimated 

without any contamination”, the OLS estimator has a breakdown point equal to 1/n, which tends to 



zero when the sample size n is getting large [13]. So, it is possible to say that the estimator “breaks 

down” leading to the “breakdown point” expression.  

First of all, it has to be remembered the “leverage hii“ as the value on the diagonal of the so-called 

“hat matrix” H is defined. The name is due to the fact that this matrix transforms the observed vector 

y into its OLS estimates and then it is like putting a “hat” on the y vector: ˆ =y Hy  and the “hat” is 

the symbol for “estimate”. The hat matrix H is idempotent (HH = H) and symmetric (H’=H) and is 

given by: H = X(X’X)-1X’.  

Most authors such as Hoaglin and Welsch [14], Henderson and Velleman [15], Cook and Weisberg 

[16], Hocking et al. [17], Paul [18], Stevens [19], and Belsley et al. [20] determine potentially 

influential points by looking at the “h”, and paying particular attention to points for which hii,>2p/n 

even if some people recommend a more conservative cut-off value of 3p/n, being “n” the number of 

observations used to fit the model and “p” the number of the parameters. 

However, the hat matrix H completely neglects outliers in the Y-direction since H is based only on 

the X variables. Furthermore, the hii diagnostics are completely vulnerable to the “masking effect” 

consisting in the fact that one outlier masks another outlier. Masking occurs when a cluster of outlying 

observations skews the mean and the covariance estimates toward it, and the resulting distance of the 

outlying point from the mean is small; thus, real outliers in the X-direction can be masked by the 

effect of “good leverage points” that attract the regression line. 

Another measure of leverage is the Mahalanobis distance or better Mahalanobis distance squared 

(MDi
2) that should point to observations for which the explanatory part is far from the bulk of the 

data and which has a one-to-one relationship with the diagonal elements of the H-hat matrix. The 

MDi
2 values can be compared with the 95% quantiles of the 2 distribution with k+1 degrees of 

freedom.  

Moreover, other types of residual diagnostic can be computer, namely the “standardized residuals” 

(ri/s, where s2 is an unbiased estimator of s2 when the measurement errors are independent and 

normally distributed with zero mean and standard deviation s), the “studentized residuals” or the 

“internally studentized residual” [ti = ri/(s(1-hii)] recommended by Hoaglin and Welsch [14], Cook 

and Weisberg [16], Paul [18], Stevens [19] Cook [21], Draper and John [22], Atkinson [23], Hocking 

[24], and Hocking and Pendleton [25]. 

It has to be stressed that it is possible to find a confusing denomination in the literature since the 

“studentized residuals” are sometimes called “standardized residuals”. Finally, the term “studentized 

residual” is mostly applied to the studentized residuals obtained by: [t(i) = ri/(s(i)(1-hii)] where s(i) is 

the estimate of  from the regression carried out without the i-th case that are also called “studentized 

deleted residuals” or “externally studentized residuals” or also, according to Rousseeuw and Leroy 

(1983) [2] “jakknifed residuals” from the jackknife estimator technique of a parameter in which one 

systematically excludes one observation at a time from a data set, calculating the parameter estimate 

on the remaining observations, and then aggregating these calculated estimates. SAS® [26] calls these 

residuals “RSTUDENT” according to Belsey et al. [20] and reports that “The “RSTUDENT” residual 

differs slightly from “internally studentized residual” (called “STUDENT”) since the error variance 

is estimated from s(i)
2 without the i-th observation, not from s2(calculated on all the observations)”. 

Atkinson [27] referred to t(i) as “cross-validatory residual”. Finally, Cook and Weisberg [16], and 

Velleman and Welsch [28] call ti, an “internally studentized residual” and t(i) an “externally 

studentized residual” definitions that besides “jakknifed residuals” are, in our opinion, the more 

shareable and used in statistical jargon. 

Observations with “RSTUDENT” larger than 2 in absolute value may require some attention and 

observations with an “internally studentized residual” greater than 3 (in absolute value) are generally 

considered outliers. 

Assuming that the residuals are normally distributed and considering that the “studentized residuals” 

are practically equivalent to the “standardized residuals” when the sample size is more than 30, it is 

possible to say that they follow a standardized normal distribution with mean zero and variance equal 

to 1. Then, the probability of having a residual outside 2 (or 2 in absolute value) is about 0.05, a 

value that can be considered too high and, consequently, it has to conservatively increased to 2.5 for 

https://en.wikipedia.org/wiki/Estimator


decreasing the probability to about 0.01 or even to 3 for having a probability value of about 0.0026. 

In fact, it has to be noted that there is a conservative approach in declaring an observation as an outlier 

to be perhaps deleted from the original dataset. 

Taking into account that the influence of the i-th observation can be asserted by considering the results 

of the regression carried out both with and without that observation, some so-called “single-case 

diagnostics” have been proposed. Particularly, the Cook’s squared distance [21] measures the change 

in the regression coefficients that would occur if a case was omitted.  

Cook and Weisberg [16] and Montgomery and Peck [29] suggested that a value around 1.0 deserve 

attention since it is generally considered large. 

A rule of thumb is that any observation with a Cook’s distance greater than 4/n (where n is the number 

of the observations) is considered highly influential on the regression estimates and, consequently, 

should be considered as a potential outlier capable of biasing them. 

Furthermore, Belsey et al. [20] proposed the DFFITS(i) statistics (very similar to Cook’s distance) as 

a measure of influence on the prediction with a potential alarming threshold over 2(p/n) and the 

DFBETASj(i) statistics, that are a scaled measure of the change in each parameter estimate (the j-th 

regression coefficient) calculated by deleting the i-th observation from the dataset with a cut-off value 

of 2/n (better than just 2 without considering the sample size). 

Another statistic to be considered is the “COVRATIO” that measures the change in the determinant 

of the covariance matrix estimated by deleting the i-th observation. Belsey et al. [20] suggest that an 

absolute value of (COVRATIO - 1) ≥ 3p/n deserves to be investigated as a potential outlier. Actually, 

the COVRATIO is the ratio between the determinant of the variance covariance matrix without the i-

th observation and the determinant of the variance covariance matrix with the i-th observation 

included. 

However, according to Rousseeuw and Leroy [2] as well, all these diagnostics have an interpretation 

no longer reliable when the data contain more than one outlier, and are susceptible to the masking 

effect with the unfortunate conclusion that they often fail to identify outliers.  

Furthermore, we must remember the extension of most single-case diagnostics to multiple-case 

diagnostics with the Cook distance generalized by Cook and Weiberg [16] being the most relevant. 

Finally, the “Resistant Diagnostic” has been proposed by Rousseeuw and Leroy [2, pages. 238-245) 

to which the interested readers are referred. 

 

Outlier diagnostics: data with the outlier 

 

The OLS residual statistics allow us to consider as potential outliers seven observations.  

Particularly the residual statistics of the observation n.4 passed seven thresholds (leverage, externally 

studentized residuals, internally studentized residuals, Cook’s distance, DFFITS, DBETAS intercept, 

and COVRATIO) but the residual statistics of the observation n. 29 also passed six thresholds 

(leverage, externally studentized residuals, Cook’s distance, DFFITS, DBETAS slope, and 

COVRATIO). Then the residual statistics of the observations n. 19 and 31 passed two thresholds 

(leverage and COVRATIO); finally, the residual statistics of the observations n. 7, n. 17, and n. 23 

passed only one threshold: DBETAS slope, leverage and COVRATIO, respectively. 

Thus, it is almost obvious that the observation n. 4, modified to be an outlier in the Y-distance, has 

OLS residual statistics greater than too many thresholds causing it to be confirmed as a “true outlier”. 

Figure S1.1 and S1.2 show some plots of the OLS regression obtained from SAS® Proc REG with 

the keyword “influence”. 

On the left (Figure S1.1), there is the distribution of the studentized residuals (internally studentized 

residuals) with two vertical lines drawn at 3 as the thresholds for considering the corresponding 

observation as an outlier and the Cook’s distance with its threshold (see comments of the Figure 5) 

for considering the corresponding observation as a high leverage point. On the right, there is the 

diagram plot of the Y and X variables together with the regression line and the pointwise 95%CI of 

the fitted values (the two concave and convex lines delimit the black space near the line; as expected 

the point with the Y and X means as coordinates has the narrowest interval). In addition, there are the 



95% prediction limits (95% CI of a generic Y value at the corresponding abscissa) shown as dotted 

lines that are apparently parallel owing to a minimum expected concave-convex pattern with the 

narrowest interval at the point with the means of Y and X as coordinates. It should be emphasized 

that the confidence probability of 95% has to be referred to each of these 95%CIs. To refer the 

confidence probability of 95% to all the intervals, the simultaneous 95%CIs must be calculated. 

 

Figure S1.1  

 

 

 

  



Figure S1.2. 

 
Figure S1.2 shows: 

A.1)-Top row: 

A.1.1)-left: plot of the “residuals” vs. the “predicted values”; the heteroskedasticity pattern is evident 

but it is better to consider the following plot. 

A.1.2)-centre: plot of the “externally studentized residuals” vs. the “predicted values”; this plot should 

be considered primarily to judge the presence of a heteroskedasticity pattern. This plot corresponds 

to Figure 1-Panel A of the paper. The two horizontal lines at 2 refer to the accepted thresholds to 

consider the “externally studentized residuals” that are inside as non-outliers; 

A.1.3)-right: plot of the “externally studentized residuals” vs. the “leverage values”. The two 

horizontal lines at 2 refer to accepted thresholds for “externally studentized residuals”; the vertical 

line is drawn at the threshold of the leverage given by 2p/n equal to 4/50= 0.08.  

In fact, there are two observations considered “outliers” with an externally studentized residual 

greater than 2 and leverage more than 0.8 (observations n.4 and n.29); then, there are three 

observations with leverage value greater than 0.8 (observations n.19, n.23 and n.31) and within the 

interval 2. 

A.2)-Centre row: 



A.2.1)-left: QQ plot of the “residuals”. It seems that the residuals are Gaussian distributed since they 

are well superimposed on the straight line obtained according to the Gaussian distribution. Indeed, 

the Shapiro-Wilk test does not reject the null hypothesis of a sample randomly drawn from a Gaussian 

distribution (P = 0.0976; Kolmogorov-Smirnov P >0.1500; Cramer-von Mises: P >0.2500; Anderson-

Darling: P = 0.2217). 

A.2.2)-centre: plot of the observed Y (Y_Weight) vs. the “predicted values” with the bisector equality 

line of the first Cartesian quadrant that is the place where the ordinates and the abscissas are equal 

and of the complete agreement between two measurement methods. It is obvious that in case of a 

perfect regression the observed and the fitted values are equal and lie on the equality line. The poorer 

the relationship, the further the points will move away from the bisector line. 

A.2.3)-right: plot of Cook’s distance D: it corresponds to the previous plot seen in Figure S1.1 rotated 

counterclockwise with a horizontal line drawn at 0.08 (threshold for this statistic to mark observations 

suspected to be outliers). 

A.3)-Bottom row: 

A.3.1)-left: histogram of the residuals overlaid with the Gaussian curve with mean and standard 

deviation of the sample “residuals”. 

A.3.2)-centre: plot of the Fit-Mean (fitted Y predicted values) on the left and the residuals (on the 

right) vs. their cumulative proportion. A straight-line pattern would suggest a uniform distribution. 

Since a Gaussian distribution is expected, we should see an italic “S” shaped line.  

A.3.3)-right: some information about the regression analysis such as the number of the observations 

(n), the number of the parameters (2 in the case of the simple linear regression) the degrees of freedom 

(n – 2 = 48, in the case of the simple linear regression) of the error variance, Mean Square Error 

(MSE) equal to 19.581 for the OLS regression and the values of R2 and adjusted R2 (0.5919 and 

0.5834, respectively). 

 

The following Figure S3 shows the plot of the Rstudent (externally studentized) residuals vs. the 

fitted values. In the panel A there are the Rstudent residuals after the OLS regression corresponding 

to the iteration 0 (“Iter 0” on the top) of the iterative process given by the IRWLS estimator. 

Panel B, Panel C, and Panel D show the Rstudent residuals obtained after the first, the second and the 

third iteration of the weighted regression performed with the IRWLS estimator. 

 

  
Figure S2-Panel A: residuals from OLS 

regression 

Figure S2-Panel B: residuals from the 

first weighted regression 



  
Figure S2-Panel C: residuals after the 

second weighted regression 

Figure S2-Panel D: residuals after the 

third weighted regression 

It can be seen that the heteroskedastic pattern of the residuals, well evident in Figure 1-Panel A (after 

OLS regression), is somewhat reduced in Figure S2-Panel B with some points pushed towards the X 

axis. Hence, the heteroskedastic pattern practically does not change in the first and second iteration 

(second WS -Figure S2-Panel C- and third WS – Figure S2 – Panel D, respectively). Nevertheless, 

the parameter estimates of the successive iterations are somewhat different as shown in Table S2, as 

expected from the theoretical point of view. It should be noted that the first step shown in Table S2 

corresponds to the OLS linear regression with weights equal to 1. 

 

Table S2 – Dataset with the outlier. 

Estimates  First 

OLS-R 

Second 

(1WR) 
Third 

(2WR) 
Fourth 

(3WR) 
Fifth 

(4WR) 
Sixth 

(5WR) 

Seventh 

(6WR) 

Eight 

(7WR) 

Intercept (b0) 

(s.e.) 

Statistics t 

P 

0.4297 

1.6767 

0.256 

0.799 

1.8534 

1.4397 

1.287 

0.204 

1.6301 

1.4641 

1.113 

0.273 

1.6912 

1.4571 

1.161 

0.252 

1.6741 

1.4890 

1.147 

0.257 

1.6789 

1.4585 

1.151 

0.255 

1.6776 

1.4586 

1.150 

0.256 

1.6779 

1.4586 

1.150 

0.256 

Slope (b1) 

(s.e.) 

Statistics t 

P 

0.9032 

0.1083 

8.344 

<0.0001 

0.8002 

0.1058 

7.562 

<0.0001 

0.8169 

0.1055 

7.740 

<0.0001 

0.8123 

0.1056 

7.693 

<0.0001 

0.8136 

0.1056 

7.707 

<0.0001 

0.8132 

0.1056 

7.703 

<0.0001 

0.8133 

0.1056 

7.704 

<0.0001 

0.8133 

0.1056 

7.704 

<0.0001 

MSE 4.425 4.524 4.488 4.497 4.494 4.495 4.495 4.495 

R2 0.5919 0.5346 0.5552 0.5522 0.5530 0.5528 0.5529 0.5528 

Adj-R2 0.5834 0.5431 0.5459 0.5428 0.5437 0.5435 0.5435 0.5435 

 

From Table S2, it is possible to see that the intercept of the first WR is much greater than that of the 

OLS; hence, it decreases with a tendency to stabilize around values of 1.67. Otherwise, the slope of 

the WRs decrease to a plateau around 0.81. The standard errors of the estimates decrease during the 

iterative process. 

It should also be noted the practically stable behavior of the MSE until a plateau around 4.495.  

 

Considerations on the coefficient of determination 

It is recalled that the R2 and the adjusted R2 (
2
adjustedR ) are obtained respectively: 

( ) ( ) ( )( )2'
2 2

adjusted2

1 R n 1
R 1 ; R 1

n k 1nY

− −
= − = −

− −−'

Y - Xb Y - Xb

Y Y
 where k is the number of predictors and n 

is the total sample size. The adjusted R2 should be preferred for judging the goodness of fitting since 

it increases only when an independent variable added to the model is statistically significant and 



affects the dependent variable as opposed to the R2 that increases when an independent variable is 

added to the model. Obviously, the adjusted R2 value is always less than or equal to the R2 value.  

 

Note that the R2 obtained by the WLS regression with the Y and X variables multiplied by their 

pertinent weights (Y* and X*) is: 

( ) ( )
'

* * * * * *1/2 1/2 2
* * WLS ' 2

* * *

, and ; R 1 ;
nY

− −= = = −
−

Y - X b Y - X b
Y W Y X W X

Y Y
 

Where b* is the WLS estimate of . In fact, it is informative to transform the equation to create a 

model that can be fitted with the OLS, even though the WLS estimates are usually calculated directly. 

Then, multiplying throughout the usual regression equation model by the squared root of the inverse 

of the weight matrix (W-1/2), one can obtain the above formula of the coefficient of determination (
2
WLSR ) in the case of weighted regression.  

The following formula of the coefficient of determination is not in matrix language:  

( )
n 2

i i i
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i in
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i i n
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w Y

w Y
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−

= −
  
  
  −
  
  
   








 

 

Note that the above formula is essentially equivalent to the corresponding OLS formula except that 

instead of a weight always equal to 1, the weights have a specific value for each observation, resulting 

in the WLS estimator. 

The weighted least squares output of some regression software packages includes R2, the coefficient 

of determination (multiple in the case of more than one dependent variable). Users of these packages 

should treat this statistic with caution, because R2 (adjusted R2) does not have in weighted regression 

analysis the usual interpretation as in OLS regression.  Indeed, the weighed R2 is a measure of the 

proportion of the variation in the weighted Y than can be accounted by the weighted X. Interested 

readers are referred to Nagelkerke [30].  

Furthermore, we agree with Willett and Singer [3l] “that it is not good to rely on any R2 (even the 

pseudo R2
wls) as a sole measure of goodness of fit”.  

 

Analysis without the outlier 

 

The OLS regression results can be seen in Table 1 and Table 2 of the paper. 

 

Outlier diagnostics: data without the outlier 

 

One threshold was exceeded by the residual statistics of observations n. 7 (DBETAS slope), 

observation n. 13 and observation n. 44 (Rstudent or externally studentized residuals, for both). 

Two thresholds were exceeded by the residual statistics of observations n. 4 (leverage and 

COVRATIO), observation n. 17 (leverage and Cook’s D), observation n. 19 (leverage and 

COVRATIO), and observation n. 31 (leverage and COVRATIO). 

Finally, the residual statistics of observation n. 29 passed six thresholds (leverage, Rstudent or 

externally studentized residuals, Cook’s D, DFFITS, DBETAS slope, COVRATIO).  

Regarding these data, observation n. 29 with six thresholds exceeded can be considered an outlier. It 

is difficult to judge the case of observations n. 4, n. 17, n. 19, and n. 31 with two thresholds exceeded. 



Finally, it is possible to conclude that the observations n. 7, n. 13, and n. 44 with only one threshold 

exceeded can be considered as such without further action. 

 

However, all the observations described above from the dataset with and without the created outlier, 

have to be checked at least for imputation errors. Finally, it is difficult and almost impossible to decide 

what to do with the observations with more than two exceeded thresholds since deleting these 

observations can be considered an arbitrary decision. 

 

Figure S3.1  

 

 

See Figure S1.1 for the comments. In this case the observation n.4 is not created as an outlier. 

 

Figure S3.2 shows: 

A.1)-Top row: 

A.1.1)-left: plot of the “residuals” vs. the “predicted values”; the heteroskedasticity pattern is evident 

but it is better to consider the following plot. 

A.1.2)-centre: plot of the “externally studentized residuals” vs. the “predicted values”; this plot is 

equal to the plot of Figure 1-Panel B in the paper. 

A.1.3)-right: plot of the “externally studentized residuals” vs. the “leverage values”. The two 

horizontal lines at 2 refer to accepted thresholds for the “externally studentized residuals”; the 

vertical line is drawn at the threshold of the leverage given by 2p/n equal to 4/50= 0.08.  

Indeed, there is only one observation considered as “outlier” with an externally studentized residual 

greater than 2 and leverage more than 0.8 (observation n.29); then there are four more observations 

with leverage value greater than 0.8 (observations n.4, n.17, n.19, and n.31). 

  



Figure S3.2. 

 
 

A.2)-Centre middle row: 

A.2.1)-left: QQ plot of the “residuals”. It seems that the residuals are Gaussian distributed since they 

are well superimposed on the straight line obtained according to the Gaussian distribution. Indeed, 

the Shapiro-Wilk test does not reject the null hypothesis of a sample randomly drawn from a Gaussian 

distribution (P = 0.5742; Kolmogorov-Smirnov P >0.1500; Cramer-von Mises: P >0.2500; Anderson-

Darling: P > 0.2500). 

A.2.2)-centre: plot of the observed Y (Y_Weight) vs. the “predicted values” with the bisector equality 

line of the first Cartesian quadrant, i.e. the place where the ordinates and the abscissas are equal. It is 

obvious that in the case of a perfect regression the observed and the fitted values are equal and lie on 

the equality line. The poorer the relationship, the further the points will move away from the 

aforementioned bisector line. 

A.2.3)-right: plot of Cook’s distance D: it corresponds to the previous plot in a counterclockwise 

direction with a horizontal line drawn at 0.08 (threshold for this statistic to mark observations 

suspected of being outliers). 

 



A.3)-Bottom row: 

A.3.1)-left: histogram of the residuals with the Gaussian curve with mean and standard deviation of 

the sample “residuals” superimposed.  

A.3.2)-centre: plot of the Fit-Mean (fitted Y predicted values) on the left and the residuals (on the 

right) vs. their cumulative proportion “predicted values”. 

A.3.3)-right: some information about the regression analysis such as the number of observations (n), 

the number of parameters (2 in the case of simple linear regression) the degrees of freedom of the 

error variance or residual variance (n – 2 = 48, in the case of simple linear regression), the Mean 

Square Error (MSE) equal to 15.543 for the OLS regression and the values of R2 and of adjusted R2 

(0.6917 and 0.6853, respectively). 

 

Figure S4 Data without the outlier. OLS “RStudent” residuals (Iter0, Panel A) and “Rstudent” 

residuals after the first (Panel B), second (panel C) and third (Panel D) iterated weighted regression 

by means of the Iterated Re-Weighted Least Squares Estimator. 

  
Figure S4.A: After OLS regression Figure S4.B: After the first weighted 

regression 

  
Figure S4.C: After the second weighted 

regression 

Figure S4.D: After the third weighted 

regression 

 

It is possible to see that the heteroskedastic pattern is practically absent since the first iteration, even 

if some little adjustments (the RStudent residuals tend to be more uniformly distributed) have been 

made at the second iteration. Finally, the “Rstudent residuals” at the third iteration are practically 

equal to those of the second iteration. Nevertheless, in the successive iterations the parameter 

estimates are somewhat different as Table S3 shows.  

 

 

 

 



Table S3 – Dataset without the outlier. 

Estimates  First 

OLS-R 

Second 

(1WR) 
Third 

(2WR) 
Fourth 

(3WR) 
Fifth 

(4WR) 
Sixth 

(5WR) 

Seventh 

(6WR) 

Intercept (b0) 

(s.e.) 

Statistics t 

P 

-1.2279 
1.4939 
-0.8220 
0.4150 

-0.0423 
0.3067 
-0.0700 
0.9450 

0.1746 
0.5009 
0.3490 
0.7290 

0.1904 
0.4937 
0.385 
0.701 

0.1918 
0.4931 
0.389 
0.699 

0.1919 
0.4930 
0.389 
0.699 

0.1919 
0.4930 
0.389 
0.699 

MSE 3.942 2.596 2.309 2.287 2.285 2.285 2.285 

R2 0.6917 0.8185 0.8311 0.8319 0.832 0.832 0.832 

Adj-R2 0.6853 0.8148 0.8276 0.8284 0.8285 0.8285 0.8285 

 

From Table S3, it can be seen that the intercept of the first WR shows a relevant increase in 

comparison to the OLS; then, the intercept value decreases with a tendency to stabilize around values 

of 0.1918. It has to recall that the fifth iteration corresponding to the fourth weighted regression. 

Otherwise, the slope of the WRs decreases to a plateau around 0.88 from the third iteration (second 

weighted regression). The standard errors of the estimates decrease during the iterative process. It 

should also be noted the decreasing behavior of the MSE to a plateau around 2.285. Of course, due 

to the absence of a relevant outlier, the iterative process is expected to converge with only a few 

iterations. Finally, it has to be noted that in this case the MSE decreases instead of the little increase 

shown for the dataset with the outlier. 

 

Descriptive statistics of the weights given by the IRWLS, MM and LTS 

Dataset without the outlier 

IRWLS Method 

The weights have a mean of 0.2886 (0.06634, s.d.), median of 0.1096, first (Q1) and third (Q3) 

quartiles of 0.0651 and 0.17484, respectively, and a minimum and maximum of 0.0363 (obs. n.17) 

and 4.3291 (obs. n.4), respectively. No observations have a weight of 1. In addition, in this case the 

positive skewness of the distribution is evident since the median is much lower than the arithmetic 

mean. When these weights are “normalized” (divided by the sum of the weights multiplied by the 

number of observations) they sum equals the number of observations. 

 

MM Method 

The weights have mean of 0.9146 (0.1159, s.d.), median of 0.9668, first (Q1) and third (Q3) quartiles 

of 0.8622 and 0.9891, respectively, a minimum and maximum of 0.4421 (obs. n.29) and 1.0000 (obs. 

n.28), respectively. In addition, in this case there is a distribution a little negatively skewed since the 

median is greater than the arithmetic mean. 

 

LTS Method 

There are 47 observations with weight equal to 1 and 3 observations equal to 0 (n.13, n.29, and 

n.44). 

 

Dataset with the outlier 

IRWLS Method 

The weights have mean of 0.0912 (0.03206, s.d.), median of 0.08574, first (Q1) and third (Q3) 

quartiles of 0.0688 and 0.1016, respectively, a minimum and maximum of 0.0517 (obs. n.17) and 

0.1901 (obs. n.4), respectively. No observation has weight 1. In addition, in this case the distribution 

is almost symmetric since the median is very similar to the arithmetic mean.  

 

MM Method 

The weights have mean of 0.9069 (0.1468, s.d.), median of 0.9675, first (Q1) and third (Q3) quartiles 

of 0.8779 and 0.9897, respectively, a minimum and maximum of 0.2000 (obs. n.4) and 0.9999 (obs. 



n.28), respectively. In addition, in this case there is a distribution a little negatively skewed since the 

median is greater than the arithmetic mean. 

 

LTS Method 

There are 47 observations with weight equal to 1 and 3 observations equal to 0 (n.4, n.13, and n.29). 

 

It is interesting to consider the degrees of freedom of the regression analyses with the considered 5 

methods. Indeed, it has to stress that OLS, WLS with IRWLS, MO and MM have all 48 degrees of 

freedom for the error variance equal to n – 2 for the simple regression. 

Otherwise, LTS analysis with 3 observations weighted as 0 has 45 degrees of freedom equal to 47 

(the observations with weight equal to 1) minus 2.  

 



Table S4. Basic notation for OLS and WLS method 

Model y=Xβ+ ε or yi = β0 + ∑ xij
∗ βj

p
j=1 + εi 

 OLS WLS 

Assumptions   

In observational studies only 𝐱𝐢
∗~𝐆𝐩(𝛍𝐱∗ , 𝚺𝐱∗) 

In observational and 

experimental studies 

𝛆~𝐆𝐧(𝟎, σ2𝐈(𝐧))   →  𝐲~𝐆𝐧(𝐗𝛃, σ2𝐈(𝐧)) 

εi~G(0, σ2)       ∀i = 1, 2, … , n 

𝛆~𝐆𝐧(𝟎, σ2
W
⬚ 𝐖−𝟏)   →  𝐲~𝐆𝐧(𝐗𝛃, σ2

W
⬚ 𝐖−𝟏) 

εi~G(0, σi
2)       ∀i = 1, 2, … , n 

Hat matrix 
𝐇 = 𝐗(𝐗’𝐗)−𝟏𝐗′ 
hii = xi

′(𝐗′𝐗)−𝟏xi      (3) 

𝐇𝐖
⬚ = √𝐖𝐗(𝐗′𝐖𝐗)−𝟏𝐗′√𝐖 

hii = √wixi
′(𝐗′𝐖𝐗)−𝟏xi√wi 

Estimates   

Regression parameters 𝐛 = (𝐗′𝐗)−𝟏𝐗′𝐲   (4)            Cov(𝐛) = σ2(𝐗′𝐗)−1 𝐛W
⬚ = (𝐗′𝐖𝐗)−𝟏𝐗′𝐲   (4)                  Cov( 𝐛W

⬚ ) = σW
⬚ 2(𝐗′𝐖𝐗)−1 

Predicted values 𝐲̂ = 𝐗𝐛 = 𝐇𝐲                        Cov(𝐲̂) = σ2𝐇 𝐲̂W
⬚ = 𝐗 𝐛W

⬚ = 𝐇W
⬚ 𝐲                            Cov( 𝐲̂W

⬚ ) = σ2
W
⬚ 𝐗(𝐗′𝐖𝐗)−𝟏𝐗′ 

Residuals 

𝐞 = 𝐲 − 𝐲̂ = (𝐈(n) − 𝐇)𝐲      Cov(𝐞) = σ2(𝐈(n) − 𝐇) 

ei = yi − ŷi                            Var(ei) = σ2(1 − hii) 

𝐞W
⬚ = 𝐲 − 𝐲̂W

⬚ == (𝐈(n) − 𝐇W
⬚ )𝐲      Cov( 𝐞)W

⬚ = σ2
W
⬚ 𝐖−1(𝐈(n) − 𝐇W

⬚ ) 

eiW
⬚ = yi − ŷiW

⬚     (5)                          Var( ei)W
⬚ = σ2

W
⬚ wi

−1(1 − hiiW
⬚ ) 

𝐫W
⬚ = √𝐖 𝐞W

⬚              Cov( 𝐫)W
⬚ = σ2

W
⬚ (𝐈(n) − 𝐇W

⬚ ) 

riW
⬚ = √wi eiW

⬚                                     Var( ri)W
⬚ = σ2

W
⬚ (1 − hiiW

⬚ )        

Residual sum of squares RSS = 𝐞′𝐞 WRSS = 𝐫W
⬚ ′ 𝐫W

⬚ = 𝐞W
⬚ ′𝐖 𝐞W

⬚            

Mean Square σ̂2 =
RSS

n − (p + 1)
 σ̂2

W
⬚ =

WRSS

n − p
     (7) 

Diagnostics   

Scaled residual 
ei

σ̂
 

eiW
⬚

σ̂W
⬚

                
riW

⬚

σ̂W
⬚

 

Standardized residual 
ei

√(1 − hii)
 

eiW
⬚

√wi
−1(1 − hiiW

⬚ )

=
riW

⬚

√1 − hiiW
⬚

 

Studentized residual 
ei

√σ̂2(1 − hii)
 

eiW
⬚

√ σ̂2
W
⬚ wi

−1(1 − hiiW
⬚ )

=
riW

⬚

√ σ̂2
W
⬚ (1 − hiiW

⬚ )

 

Studentized deletion residual* 
ti =

ei

√σ̂(i)
2 (1 − hii)

1

 
 

∗  σ̂(i)
2  is the estimate of σ2 when the entire regression is run again on the n sample without the i-th case. 

 



Appendix A. Statistical tests for testing heteroscedasticity. 

 

For completeness, heteroscedasticity can be formally tested by some statistical tests such as the 

Breusch-Pagan-Godfrey test [1A] and Godfrey [2A,3A] which has been extended by Cook and 

Weisberg [4A]. The test statistic is asymptotically distributed as a χ2 distribution with k degrees 

of freedom (where k is the number of the predictors) under the null hypothesis of 

homoskedasticity and of normal distribution of the residual. 

Since the Breusch-Pagan-Godfrey test statistic may not be accurate for non-normal data Bickel 

[5A] and Koenker [6A], among others, have proposed some variants. Furthermore, it has to be 

noted that this test is also not robust to multicollinearity. 

In the open source R language, Breusch-Pagan-Godfrey test is performed by the ‘ncvTest’ 

function available in the “car” package (https://r-forge.r-project.org/projects/car/), by the 

‘bptest’ function available in the “lmtest” package (https://CRAN.R-

project.org/package=IMTest), by the ‘plmtest’ function available in the “plm” package 

(https://cran.r-project.org/package=plm) or by the ‘breusch_pagan’ function available in the 

“skedastic” package (https://CRAN.R-project.org/package=skedastic). The Koenker’s variant 

is implemented in the package “lmtest” (https://CRAN.R-project.org/package=IMTest) of the 

open-source R language. 

In SAS®, Breusch–Pagan can be obtained using the Proc Model. [7A]  

White’s test [8A] and Cook and Weisberg’s test [9A] are another statistical test for 

heteroscedasticity that follows a chi-squared distribution, with degrees of freedom equal to 

number of estimated parameters minus 1 (a constant must be included). Furthermore, Waldman 

[10A] showed that White’s test is equivalent to the algebraically modified Godfrey and 

Breusch-Pagan with choice of regressors as in White’s test. The White’s test can be performed 

by the “bptest” function from the “lmtest” package of the open-source R language. 

Finally, we would like to mention the Goldfeld-Quandt test in its parametric and non- 

parametric version [11A] even if it is usually referred in its parametric form [12A,13A].  

The Goldfeld–Quandt test checks for homoscedasticity in regression analyses by dividing the 

dataset into two groups (for this reason the test is sometimes called a two-group test) not 

necessarily of equal size nor contain all the observations. The groups are specified so that the 

observations for which the pre-identified explanatory variable takes the lowest values are in 

one subset, with higher values in the other. The test statistic uses the ratio of the mean square 

residual errors for the regressions on the two subsets and corresponds to an F-test of equality 

of variances. It should be remembered that the parametric test assumes that the errors have a 

normal distribution and that the design matrices for the two subsets of data are both of full rank.  

Unfortunately, the Goldfeld–Quandt test is not very robust to specification errors. Thursby 

[14A] proposed a modification of the Goldfeld–Quandt test by using a variation of the 

Ramsey’s “RESET” test [15A] in order to obtain some measure of its robustness.  

In the open source R language, the Goldfeld-Quandt Test can be implemented using the ‘gqtest’ 

function of the “lmtest” package ((https://CRAN.R-project.org/package=IMTest) (parametric 

test only) or using the ‘goldfeld_quandt’ function of the “skedastic” package (https://CRAN.R-

project.org/package=skedastic). (both parametric and nonparametric test).  
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Appendix B. General overview of some robust regression procedures  

Robust regression procedures: a general overview. 

It should be noted that interested readers should refer to at least one of the truly excellent books 

on this topic (Atkinson and Riani [1], Rousseeuw and Leroy [2] Maronna et al. [3,4], Huber 

[5], Huber and Ronchetti [6]) referred in this text. 

In addition, from the preface of the first edition of the book by Maronna et al. [3] following 

sentence should be considered: “Robust methods have a long history that can be traced back at 

least to the end of the 19th century with Simon Newcomb [1B]. But its first great steps forward 

occurred in the 60s and the early 70s with the fundamental work of John Tukey [2B,3B] Peter 

Huber [4B,5B,6B] and Frank Hampel [7B,8B]. The applicability of the new robust methods 

proposed by these researchers was made possible by the increased speed and accessibility of 

computers.” 

It is also worth considering, always from the preface of the book from Maronna et al. [3], this 

other sentence: “robust methods remain largely unused and even unknown by most of the 

communities of applied statisticians, data analysts, and scientists that might benefit from their 

use. It is our hope that this book will help to rectify this unfortunate situation”.  

The well-known methods of robust estimation are: M estimation, S estimation, LST estimation 

and MM estimation. [9B].  

1)-The M estimation, introduced by Huber [4B,10B] is the simplest approach both from a 

computational and theoretical point of view. Although it is not robust to leverage points, it is 

still widely used in data analysis when it can be assumed that contamination is mainly in the 

direction of the response. In fact, when there are outliers in the explanatory variables (leverage 

points), the method has no advantage over least squares. 
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The “M” in M-estimation stands for "maximum likelihood type".  

There are several methods available to compute location and/or scale M-estimators. In principle 

one could use any of the general equation solving methods for such as the Newton–Raphson 

algorithm, but the computational method, called iterative reweighting, shows some advantages 

according to Maronna et al. [4, page 40].  

 

2)-In the 1980s, several alternatives to M-estimation were proposed, such as the S-estimation. 

This method finds a line (plane or hyperplane) that minimizes a robust estimate of the scale 

(hence the method gets the S in its name) of the residuals [Rousseeuw and Leroy (1987, p. 263) 

[12B]. This method is highly resistant to leverage points and is robust to outliers in the 

response. However, this method was also found to be inefficient with some computational 

concerns according to Huber and Ronchetti (2009, p. 197) [10B]. Finally, Rocke [11B] showed 

that S-estimators can be sensitive to outliers even if the breakdown point is close to 0.5. 

 

3)-A viable alternative is the Least Trimmed Squares (LTS) that was introduced by Rousseeuw 

[12B] and that is the preferred choice of Rousseeuw and Leroy [13B] and Ryan [14B] books, 

very useful for a pragmatic review of this topic. Least Trimmed Squares (LTS) estimation is a 

high breakdown value method, taking into account that the breakdown value is a measure of 

the proportion of contamination that an estimation method can withstand and still maintain its 

robustness. The performance of this method has been improved by the FAST-LTS algorithm 

proposed by Rousseeuw and Van Driessen [15B,16B]  

 

4)-MM estimation, introduced by Yohai [17B,18B,19B] combines the high breakdown value 

estimation and the M estimation. It has the same high breakdown property as the S estimation 

but higher statistical efficiency.  

MM-estimates have become increasingly popular and are one of the most commonly employed 

robust regression techniques. 

The method proceeds by finding a highly robust and resistant S-estimate that minimizes an M-

estimate of the scale of the residuals (the first M in the method's name). The estimated scale is 

then held constant while a close M-estimate of the parameters (the second M) is located.  

Specifically, the MM estimation is based on the following three steps: A)-In the first step, it 

computes an initial consistent estimate 0̂  with a high breakdown point but possibly low normal 

efficiency; B)-In the second step, a robust M-estimate of the scale ̂  of the residuals is obtained 

based on the initial estimate; C)-Finally, in the third step, an M-estimate ̂  starting at 0̂  is 

calculated [4].  

Furthermore, the MM-estimator has the highest possible breakdown point of 0.5, and high 

efficiency under normality. 

For the details of the algorithms, readers are referred to the manual of the statistical software 

used (package “RobStatTM” - https://CRAN.R-project.org/package=RobStatTM or package 

“Robustbase” https://CRAN.R-project.org/package=robustbase of the open source R language 

for the procedures shown in Maronna et al.’s books [3,4], even if they are at a high 

mathematical/statistical level, and to the manual of the of SAS®“PROC ROBUSTBASE” 

[20B].  

As a final comment, the MM-estimates and the robust and efficient weighted least-square 

estimator (REWLSE) proposed by Gervini and Yohai [21B] have both a high breakdown point 

and a high efficiency and, according to a simulation study by Yu and Yao [22B], have the best 

overall performance among all the robust methods compared. 
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Appendix C. General overview of the MO robust procedure  

The MO procedure is based on two stages to obtain both robust estimates of the model 

parameters and a valid classification of the outlying observations.  

Particularly: the first stage jointly processes the response variable (Y) and the explanatory 

variable (X), which form together the so-called Z = (Y, X) matrix. Of course, it is also possible 
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to have several independent variables to form a matrix X with a matrix Z = (Y, X) with more 

than two columns. Then, the original dataset is split into two preliminary subsets (bulk and 

outliers) by using an approach based on the robust Minimum Covariance Determinant (MCD) 

according to Rousseeuw and Van Driessen [1C on page 213] calculated by minimizing the 

determinant of subsets of size equal to (n+p+1)/2 where “p” is the number of the parameters. 

Data with the MCD make up the preliminary bulk subset (pb) on which are calculated the 

preliminary OLS estimates of the model parameters: pb OLS pb OLS pb OLSˆa , b , and  . 

These preliminary OLS estimates are used to compute the externally predicted regression 

diagnostics of the observations that form the preliminary outlier subset; particularly, externally 

predicted scaled residuals in Y-space and leverage in X-space (r̃i, and h̃i, respectively).  

Observations with externally predicted scaled residual between the specified cut-offs (2.576 

and 2.576 giving a 0.99 probability of inclusion in the interval) are either false outliers 

identified by MCD on Z matrix or good leverage points. These are all added back to the 

‘preliminary bulk subset’ to obtain the ‘confirmed bulk subset’. 

These observations are labelled as “typical data” if h̃i  2p/(n-m+1-2p) (where m is the number 

of observations in the preliminary outlier subset, p is the number of parameters and n is the 

sample size) or “good leverage points” if h̃i >2p/(n-m+1-2p). It has to be noted that the leverage 

threshold of 2p/(n-m+1-2p) has been suggested by Marubini and Orenti [2C,3C]. 

Consistently, the remaining outliers are now forming the “confirmed outlier subset”. The 

“confirmed bulk subset (cb)” is now used to compute the “confirmed” OLS estimates: 

cb OLS cb OLS cb OLSˆa , b , and  . It is noteworthy that rĩ are approximately distributed as a 

standard Normal variable (Salini et al. 2016) [4C] leading to justify the adopted cut-offs of -

2.576 and 2.576 corresponding respectively to the 0.005 and 0.995 quantiles of the standard 

Normal distribution. 

In the second stage, the confirmed OLS estimates start the iterative regression process of the 

M estimator: the weights are computed by using the biweight Tukey redescending function 

[5C] with constant c = 4.685 and keeping the scale parameter σ̂cb
⬚

OLS fixed at each iteration. 

The final MO estimates are so attained: MOMO MOa ,b , and V . 

Where VMO is the variance covariance matric corrected according to Maronna et al. [6C, pp. 

100–101). 

To label the different types of observations according to the final MO estimates, a graph is 

provided that plots the weights (ranging from 0 to 1) of the final iteration of the MO procedure, 

against the natural logarithm of the square root of the robust distance (ln ZRD): 

RD𝐙
⬚

i = √(𝐳i − 𝐳̅pb
⬚ )

′
𝐒−1

pb
⬚ (𝐳i − 𝐳̅pb

⬚ ), where 𝐳i = (yi, xi) and 𝐳̅pb
⬚ , 𝐒pb

⬚  are the corresponding 

estimates of the mean vector and the covariance matrix computed on the preliminary bulk 

subset identified in the first stage. The Robust Distance indicates how far any observation is 

from the center of the ellipsoid forming the bulk, and the cut-off of such distance is shown in 

the plot by a vertical line drawn at the natural logarithm of the squared root of the 0.95 quantile 

of the 2 distribution with degrees of freedom equal to the number of parameters. The Robust 

Distances together with the final MO weights allow for definitive labelling of the observations 

(see Figure 5A and 5B together with the pertinent comments). Note that the observations 

forming the “good leverage” set of points were in the first step labelled as outliers by the MCD 

estimator, but are subsequently not considered as outliers and thus are not down-weighted in 

the final MO iteration. 

To decide whether it makes sense to eliminate all or some of the identified outliers from the 

original dataset it is of fundamental importance to carefully examine the observations forming 

the final outlier subset and consider: (i) their robust distance; (ii) the data generation process; 



and (iii) their scientific/biological plausibility on the ground of subject matter knowledge. As 

a result, a reduced dataset can be obtained. 

As a further comment, it is useful to say that a widely used measure of remoteness of 

observations from the centroid of this space is the Mahalanobis Square Distance [7C] but it is 

substantially influenced by the presence of outliers [8C]. Therefore, the MO procedure used 

the Robust Distances proposed by Rousseeuw and van Zomeren [9C] as an alternative.  

Finally, MO procedure can be performed by an R code available on request from the 

corresponding author. 
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