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XIIIth SISMEC National Congress

INNOVATIVE DATA AND METHODOLOGIES: A LOOK AT THE FUTURE OF MEDICAL STATISTICS

9–12 SEPTEMBER 2025 – PAVIA

Artificial Intelligence has now forcefully entered the medical world. So far, data analysis has fall under the domain of 
Medical Statistics — but that is no longer the case.

Traditional approaches to data analysis are now facing competition from new technologies that often outperform them when it 
comes to managing large databases, generating data, and integrating diverse data sources.

But that is only a part of the picture.

The actors have changed, methodologies have evolved, yet the core interest remains the same: understanding the causes of 
diseases, evaluating treatment effectiveness, improving diagnostic strategies, and identifying new ones — working from Big 
Data as well as from small-scale datasets.

•  How can we address methodologically the emerging challenges?

•  How can we translate omics-based evidence into population-level insights?

•  How should we address the issue of transportability?

•  How do we integrate data from multiple sources?

•  How should synthetic data be handled?

•  Is it merely a matter of methods and tools, or also a question of ethics?

This Congress will offer an opportunity for professional growth, thanks to the contribution of leading experts who will help us 
explore these questions. It will also provide a valuable forum for discussion among professionals who work daily as statisticians 
and epidemiologists.
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How to get to Pavia

BY TRAIN
Pavia is served by a railway station located in the city centre.

Timetables available at http://www.trenitalia.it.

Any train with a final destination of Genova, Ventimiglia, Ses-
tri Levante, La Spezia, or Voghera will stop in Pavia.

BY PLANE
The airports closest to Pavia are Milan Malpensa, Milan Lin-
ate, and Bergamo Orio al Serio.

From these airports, you can reach Pavia by train, bus, or taxi.

From Milan Linate Airport to Pavia (served by EasyJet 
and several major airlines):

Take a bus to Milano Centrale railway station 
(approx. 25 minutes; timetables at https://www.
milano-aeroporti.it/linate-shuttle/index.html) or a 
taxi (approx. 15 minutes), then take a train to Pavia 
(25–40 minutes; https://www.trenitalia.com/).

From Milan Malpensa Airport to Pavia (served by 
EasyJet and several major airlines):

Direct trains to Milano Centrale (approx. 55 min-
utes; timetables on https://www.trenitalia.com), 
then trains to Pavia.

Trains to Milano Bovisa (approx. every 20 minutes, 
30-minute journey), then transfer at Bovisa to the 
S13 suburban line to Pavia (approx. 55 minutes).

Buses to Milano Centrale (approx. 1 hour; https://
www.omio.it/), then train to Pavia (25–40 min-
utes; https://www.trenitalia.com/).

From Bergamo Orio al Serio Airport to Pavia (served 
by Ryanair):

Bus (approx. 1 hour; https://www.terravision.eu/
italiano/) to Milano Centrale, then train to Pavia.

Alternatively, take a city bus to Bergamo railway 
station, then a train to Milan (approx. 40 minutes), 
and change in Milano Lambrate for a train to 
Pavia (approx. 20 minutes).

BY BUS
Pavia is served by several bus companies offering connec-
tions to nearby towns and cities.

The bus station is located on Viale Trieste, just a short walk 
from the railway station.

BY CAR
Pavia is located approximately 35 kilometres south of Milan.

To reach the city by car from Milan, take the A7 motorway 
towards Genoa and exit at Bereguardo-Pavia Nord.

Pavia is also accessible via the A21 motorway (Turin – Pia-
cenza); the exit for Pavia is Casteggio

http://www.trenitalia.it
https://www.milano-aeroporti.it/linate-shuttle/index.html
https://www.milano-aeroporti.it/linate-shuttle/index.html
https://www.trenitalia.com/
https://www.trenitalia.com
https://www.omio.it/
https://www.omio.it/
https://www.trenitalia.com/
https://www.terravision.eu/italiano/
https://www.terravision.eu/italiano/
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Congress Program

9 SEPTEMBER

Innovative data and methodologies: a 
look at the future of medical statistics

10:00-16:00

Course 1. Valutazioni di impatto sanitario in Epidemio- 
logia Ambientale: Metodi ed Esempi. Learning by do-
ing (Health Impact Assessment in Environmental Epide-
miology: Methods and Examples. Learning by doing)

Coordinators: Prof. Veronesi - Dott.ssa Conti

		  Collegio Cairoli

10:00-16:00

Course 2. Dati sintetici nella ricerca biomedica (Syn-
thetic Data in Clinical Research: Methods, Applica-
tions, and Challenges). Masterclass

Coordinators: Prof.ssa Gesuita - Prof. Bruzzese

		  Collegio Santa Caterina

15:30-16.30

Congress registration

		  Collegio Ghislieri - Aula Magna

Welcome drink

		  Collegio Ghislieri - Ridotto Aula Magna

16:30
18:30

Congress Opening Ceremony

16:30-17:00

Greetings from the Authorities

17:00-17:30

25 anni di SISMEC: celebriamo il passato, modellia-
mo il futuro

17:30-18:30

Lectio Magistralis. Intelligenza Artificiale Investigati-
va: informazioni nascoste per piccole base dati

Prof. Paolo Massimo Buscema, University of Col-
orado (Denver, USA), Semeion Research Centre, 
(Roma, Italy)

		  Collegio Ghislieri - Aula Magna

18:45

Welcome buffet

		  Collegio Ghislieri - Quadriportico

Social event

Collegio Santa Caterina

10:00
16:00
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10 SEPTEMBER 2025

08:30

Opening of the Conference Registration Desk

10:30 

Coffee station

		  Collegio Ghislieri - Ridotto Aula Magna

Sessione Plenaria I - Causal inference: 
which innovative statistical approaches?

Moderators: Prof. Lorenzo Richiardi - Prof.ssa Mir-
iam Isola

		  Collegio Ghislieri - Aula Magna

9.00-9:40

Causal inference methods applied to multiomics analyses

Prof. Marc Chadeau, Imperial College (London, 
UK) - Ass. Prof. Dragana Vuckovic

9:40-9:45

Active break

9:50-10:30

Using triangulation to infer causality from observation-
al data: an applied example in pregnancy

Dr. Gemma Clayton, University of Bristol (UK)

10:30-10:35

Active break

10:40-11:20

Transporting causal effects across observational stud-
ies

Prof.ssa Daniela Zugna, Università degli Studi di 
Torino (Italy)

11:20-11:25

Active break

Collegio Ghislieri
Aula Magna

9:00
11:30

Parallel Sessions

11:30-11:45

Opening of parallel sessions

11:45-13:00

Parallel Sessions (presentation of free contributions)

		  Collegio Ghislieri - Several classrooms

13:15-14:00

Light Lunch

		  Collegio Ghislieri - Quadriportico

14:00-17:00

Parallel Sessions (presentation of free contributions)

		  Collegio Ghislieri - Several classrooms

15:30-17:00

Coffee station

		  Collegio Ghislieri - Quadriportico

17:15-18:15

Riunione Ordinari MEDS-24/A

Assemblea dei Professori e Ricercatori MEDS-24/A

		  Collegio Ghislieri - Aula Magna

11:30
17:00
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11 SEPTEMBER

10:30-11:30

Coffee station

		  Collegio Ghislieri - Ridotto Aula Magna

Sessione Plenaria II - Data Integration 
Methods

Moderators: Prof. Davide Gentilini - Prof.ssa M. 
Cristina Monti

		  Collegio Ghislieri - Aula Magna

9:00-9:40

Metodologie statistiche per il data integration con ap-
plicazioni a malattie infettive

Prof.ssa Daniela de Angelis, Cambridge University 
(UK)

9:40-9:45

Active break

9:50-10:30

Integreazione dei dati sanitari: metodi innovativi e 
sfide nel Progetto Health Big Data

Prof.ssa Maria Gabriella Signorini - Prof. Pierluigi 
Reali, Politecnico di Milano (Itay)

10:30-10:35

Active break

10:40-11:20

Network based approaches for data integration in 
medicine and biology

Prof. Daniele Remondini, Università degli Studi di 
Bologna (Italy)

11:20-11:25

Active break

Parallel Sessions

11:30-11:45

Opening of parallel sessions

11:45-13:00

Parallel Sessions (presentation of free contributions)

		  Collegio Ghislieri - Several classrooms

13:15-14:00

Light Lunch

		  Collegio Ghislieri - Quadriportico

14:00-16:00

Parallel Sessions (presentation of free contributions)

		  Collegio Ghislieri - Several classrooms

16:00-16:15

Active break

15:30-17:00

Coffee station

		  Collegio Ghislieri - Quadriportico

Sessione plenaria III - SISMEC 
Commissions corner

Coordinator: Prof.ssa Antonella Zambon

		  Collegio Ghislieri - Aula Magna

16:15-16:30

Valutazione della qualità nella ricerca clinica: analisi 
e proposte della Commissione ricerca SISMEC

Dr. Vittorio Simeon (Commissione Ricerca)

9:00
11:30

16:15
17:15

11:30
17:00
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Collegio Ghislieri
Quadriportico

11 SEPTEMBER

16:30-:16:45

Ricognizione, potenzialità e spunti critici della norma-
tiva italiana ed europea sulla Protezione Dati in amb-
ito biomedico, in particolare alla luce delle integrazi-
oni/revisioni che si sono sviluppate nell’ultimo biennio 

Dott.ssa Susanna Conti (Commissione Normativa)

16:45-17:00

La statistica medica nella didattica: spunti di riflessione 
e progetti concreti

Prof.ssa Margherita Fanelli (Commissione Didattica)

Coordinator: prof. Paolo Trerotoli

17:00-17:15

Un caffè con la Rete Giovani Biostatistici: appena 
nata e già connessa

Alessandro Fontanarosa Università Politecnica 
delle Marche, Giulia Gambini SSD Biostatistica e 
Clinical Trial Center IRCCS Policlinico San Matteo, 
Letizia Lorusso Scuola di Statistica Sanitaria e Bi-
ometria Università degli studi di Bari

17:15-18:00

Tempo a disposizione dei Gruppi di Studio SISMEC

		  Collegio Ghislieri - Several classrooms

18:00-19:30

Assemblea dei Soci SISMEC

		  Collegio Ghislieri - Aula Magna

20:30

Social dinner
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12 SEPTEMBER

08:30

Opening of the Conference Registration Desk

Sessione Plenaria IV - Dati sintetici e AI: 
quale futuro?

9.00-9:15

Opening

Coordinator: Prof. Patrizio Pasqualetti

9.15-9:30

Intelligenza artificiale, dati sintetici: una sfida per il bi-
ostatistico (dei Comitati Etici Territoriali)

Prof.ssa Annarita Vestri, Università la Sapienza 
(Italy)/SISMEC

9:30-9:45

Il ruolo della biostatistica nell’AI: dalla metodologia 
alla trasparenza dei modelli

Prof.ssa Paola Berchialla, Università di Torino 
(Italy)/SISMEC

9:45-10:05

AI in ambito sanitario: il punto di vista del data scientist

Prof. Giorgio Leonardi, Università del Piemonte 
Orientale (Italy)

10:05-10:25

Iniziative innovative per l’applicazione di Tecniche di 
Data Privacy Enhancement (PET) a progetti che utiliz-
zano categorie particolari di dati - esperienze in Re-
gione Lombardia

Dott.ssa Olivia Leoni, Regione Lombardia

10:25:10:45

Aspetti regolatori

Dott. Paolo Foggi, AIFA

10:45-11:05

Ecosistema dei dati sanitari e l’AI per gli studi di Real 
World Evidence

Dott. Giuseppe Seghi Recli, Farmindustria

9:00
12:00

11:05-11:15

Active break

Tavola Rotonda “IA e dati sintetici 
punti di forza e punti di debolezza di 
queste nuove sfide”

Coordinator: Dr. Enrico Bucci

		  Collegio Ghislieri - Aula Magna

Il punto di vista del biostatistico

Prof.ssa Clelia Di Serio, Università Scienze e Vita 
San Raffaele (Milan, Italy)/SISMEC

Il punto di vista di un ricercatore biomedico

Prof. Damiano Baldassarre, Unviersità degli Studi 
di Milano (Italy)

Il punto di vista dei Comitati Etici

Dott. Valter Torri, Presidente del CET - Lombardia 6

Il punto di vista del data scientist

Prof. Riccardo Bellazzi, Università degli Studi di 
Pavia (Italy)

12.00-12.30 

Closing ceremony

12:30-12:45

Award ceremony

12:30

Goodbye cocktail

		  Collegio Ghislieri - Quadriportico

9:00
12:00
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(1)  Unit of Biostatistics and Clinical Epidemiology, Department of Public Health, Experimental and Forensic Medicine, University of Pavia, 
Pavia, Italy

Anelli Manuela(1), Ferraro Ottavia Eleonora(1), Celebrin Mattia(1), Morandi Anna(1), Montomoli Cristina(1)

Long-Term Mental Health Consequences of Road 
Traffic Crashes: A Scoping Review

General Epidemiology

INTRODUCTION

The considerable number of road crashes resulting in 
death, injury and disability makes road safety a crucial is-
sue worldwide [1], [2]. Preventing road deaths, addressing 
severe injuries in road traffic and their long-term effects, both 
mental and physical, remains a critical aspect of achieving a 
resilient and future-proof transportation system. 

AIMS

To summarize findings from longitudinal studies on mental 
health, psychological outcomes, and mental health-related 
quality of life (HRQoL) following road traffic crashes (RTCs) 
in order to suggest implications to improve recovery and re-
habilitation.

METHODS 

Long-term consequences (LTCs), physical and mental 
health, quality of life, and road traffic crash were the key-
words used to search the PubMed, Scopus, and Web of 
Science electronic databases. The initial search yielded 420 
records, reduced to 390 after the removal of duplicates. Fol-
lowing the PRISMA 2020 guidelines, 50 observational stud-
ies published between 2010 and 2024 were identified as 
relevant, and one was found through citation searching. At 
the full-text reading 17 papers were excluded. As a result, 34 
articles were included in the review. These studies investigated 
the long-term physical and psychological consequences of 
road crashes across all categories of adult road users. Seven 
papers showed a specific focus on mental health outcomes, 
including post-traumatic stress syndrome, pain-related psy-
chological distress, depressive symptoms, mental HRQoL, and 
cognitive impairment.

RESULTS

The reviewed studies consistently show that RTCs can lead 
to substantial long-term mental health consequences. A con-
siderable number of individuals experience post-traumatic 
stress symptoms, with higher rates observed among those with 
more severe injuries. Persistent pain and residual physical or 
psychological symptoms are common even several months 
after the crash, often impairing daily functions and delaying 
return to work.

Depression and anxiety symptoms are associated with 
slower recovery, and negative expectations about recovery 
strongly predict persistent pain and emotional distress over 
time. Mental HRQoL, measured by means of standardized 
instruments, generally improves within the first year after the 
crash, but often remains below pre-injury levels, especially 
among those with longer hospital stays or more severe inju-
ries.

Sociodemographic and clinical factors such as female 
sex, middle age, higher injury severity, and low physical or 
mental HRQoL scores are significantly associated with poorer 
mental health outcomes. In contrast, higher education levels, 
better physical functioning, and protective behaviors (such as 
the use of safety equipment) are associated with improved 
mental recovery and reintegration into daily life and work. 
Overall, these findings highlight the need for targeted mental 
health screening and supportive interventions in the post-inju-
ry care of RTC survivors. Characteristics of the included stud-
ies are summarized in Table 1.

CONCLUSIONS 

This review emphasizes the importance of early psycho-
logical screening, targeted intervention, and policy efforts to 
mitigate the mental health burden among RTC survivors.

https://doi.org/10.54103/2282-0930/29176
mailto:manuela.anelli@unipv.it
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PTSD Post-traumatic stress disorder; MTBI Mild Traumatic Brain Injury; CES-D Centre for epidemiological stud-
ies-Depression Scale Symptoms; HRQoL Health-related quality of life; SF-12 Short Form-12 Health Survey; MCS 

Mental Component Score; PCS Physical Component Score;  EQ-5D-3L EuroQol 5 Dimensions, 3 Levels

Table 1. Summary of findings from included studies

Study Sample size Country Main outcomes

Hours et al., 2013 886 France PTSD, pain, work absence

Hours et al., 2010 1168 France PTSD, residual pain

Cassidy et al., 2014 1716 Canada MTBI, CES-D 

Edmed et al., 2018 177 Australia PTSD; Pain expectations, anxiety

Giummarra et al., 2018 74,217 Australia Mental health treatment, persistent pain

Doan et al., 2020 352 Vietnam HRQoL (SF-12 MCS), return to work

Gopinath et al., 2020 1201 Australia HRQoL (EQ-5D-3L, SF-12 MCS/PCS)

https://road-safety.transport.ec.europa.eu/document/download/b30e9840-4c22-4056-9dab-0231a98e7356_en?filename=ERSOnext_AnnualReport_20240229.pdf
https://road-safety.transport.ec.europa.eu/document/download/b30e9840-4c22-4056-9dab-0231a98e7356_en?filename=ERSOnext_AnnualReport_20240229.pdf
https://road-safety.transport.ec.europa.eu/document/download/b30e9840-4c22-4056-9dab-0231a98e7356_en?filename=ERSOnext_AnnualReport_20240229.pdf
https://road-safety.transport.ec.europa.eu/document/download/b30e9840-4c22-4056-9dab-0231a98e7356_en?filename=ERSOnext_AnnualReport_20240229.pdf
https://www.who.int/publications/i/item/9789240086517
https://www.who.int/publications/i/item/9789240086517
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BACKGROUND

Cervical cancer is a priority public health concern in the 
Kingdom of Eswatini, primarily due to a high incidence rate of 
high-risk human papillomavirus (HR-HPV) infection [1,2]. So-
cio-cultural, economic, and policy-related barriers often limit 
women’s access to essential screening and preventive servic-
es, resulting in delayed diagnoses and high mortality rates 
[3]. Test invasiveness and sampling modalities may further 
reduce women’s participation in existing screening programs 
implemented mainly through Visual Inspection with Acetic 
Acid (VIA), [4, 5, 6, 7]. 

Since May 2023, the 4-valent (4v, HPV-6, 11, 16, 18) 
HPV vaccine has been offered to girls aged 9–14, with an 
estimated 79% of the target population vaccinated by May 
2025 [8,9,10]. However, data on the prevalence and geno-
type distribution of HPV in Eswatini are limited, and preven-
tion strategies do not rely on local epidemiological data that 
are currently missing. 

OBJECTIVES

In line with WHO recommendations for HPV-DNA testing 
as a primary screening method, this project aims to identify 
and address implementation challenges by implementing a 
“screen, triage, and treat” prevention programme featuring 
non-invasive urine-based HR-HPV testing at St. Philip’s Clinic, 
a rural primary care centre in the Lubombo region of Eswati-
ni. Specific objectives are to assess feasibility, acceptability, 
effectiveness, and cost-effectiveness of urine-based HR-HPV 

testing with the aim to enhance access among adolescent girls 
and women (AGW). Furthermore, it aims to evaluate the dis-
tribution of HPV genotypes in this area of Eswatini. 

METHODS

A 12-month cross-sectional pilot study (February 2023–
February 2024) was conducted at St. Philip’s Clinic, Eswatini. 
Women aged 12-49 presenting for any reason were asked 
to provide a 30 mL urine sample. A 10 mL aliquot was cen-
trifuged to concentrate viral particles and eliminate debris, 
and the Xpert® HPV test was performed locally to detect 14 
high-risk HPV (HR-HPV) genotypes. Women aged 21-49 
were additionally offered cervical brush testing for cytolog-
ical analysis to be performed at Mbabane Central Pathology 
Laboratory. Screening-positive women underwent VIA to es-
tablish the need for local treatment or hospital referral accord-
ing to the national screening programme. Concentrated urine 
samples were also dried on filter paper (dried urine spots, 
DUS) and sent to Italy for comprehensive HPV genotyping 
using in-house PCR, sequencing, and Ampliquality HPV-Type 
Express assay.

RESULTS

The study enrolled 510 AGWs (median age 29). 37% 
(190/510) were HIV-positive. First-time screenings accounted 
for 45% of women (228/510). The Xpert® HPV test provided 
valid results for 473 participants (93%), detecting HR-HPV in 
42% (199/473). Women aged 21–25 had the highest HR-
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HPV prevalence (55%, 56/101). HIV-positive participants 
had a 1.8-fold increased risk of HR-HPV infection compared 
with the HIV-negative (95%CI 1.23–2.64). Cervical brush 
samples were collected for 220 women consecutively recruit-
ed from the start of the project and high-grade lesions were 
identified in 46 women, with 7 cases of CC, including 2 in 
women under 30.

Overall, 333 DUS were successfully genotyped in Italy. 
HPV35 was the most frequently identified genotype (24%, 
80/333), followed by HPV16 (18%, 61/333), and the pre-
dominant genotype among high-grade lesions (33%, 15/46) 
and the sole oncogenic genotype in 15% of these cases, in-
cluding one CC. Among women identified with high-grade 
lesions, 37% (17/46) tested positive for tetravalent vaccine 
HR-types (HPV-16, 18), 65% (30/46) for nonavalent-vac-
cine HR-types (9v, HPV-16, 18, 31, 33, 45, 52, 58). Add-
ing HPV35 to the nonavalent vaccine formulation potential-
ly increases coverage to 80% (37/46) (100% considering 
only CC). Preliminary findings suggest high acceptability and 
good overall performance of the screening algorithm. How-
ever, several challenges emerged that may affect feasibility, 
including a proportion of invalid HPV test results or inconclu-
sive outcomes in VIA assessment, and difficulties in ensuring 
referral compliance for women requiring further management.

CONCLUSION

This project provides fundamental evidence to enhance 
cervical cancer prevention efforts in Eswatini in two critical 
areas. The first is the support to the validity of the non-invasive 
urine-based screening methods. The second is the detection 
of a high prevalence of HPV 35 genotype and the conse-
quent need to revisit formulation of available vaccines. Urine-
based HR-HPV rapid testing proved feasible, acceptable and 
well-received. The study enabled the identification of critical 
underperforming steps and the development of correspond-
ing solutions. A high frequency of invalid Xpert results was 
addressed by re-training laboratory personnel in the prop-
er preparation of the sample. The failure of VIA to recognise 
presence of cervical lesions as compared with the effective-
ness of the rapid molecular testing in detecting HR genotypes 
raises concerns about the future usefulness of VIA. The slow 
recruitment rate at the start could be addressed via engage-
ment of community workers and leaders. Our findings also 
revealed that HPV35 is highly prevalent in high-grade lesions 
in Eswatini, accounting for 15% as the sole oncogenic geno-
type in 15% of these cases, including one CC. Current HPV 
vaccines do not include coverage of HPV35: such coverage 
could extend protection to a high proportion of AGW and 
further research is warranted to assess the type-specific CC 
burden in Sub-Saharan Africa.
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INTRODUCTION

Obesity is a growing risk factor among adults, and its ac-
curate identification remains a public health priority. While 
body mass index (BMI) is widely used, it does not account for 
fat distribution [1]. Combining BMI with central obesity indi-
cators – such as waist circumference (WC), waist-to-hip ratio 
(WHR), and waist-to-height ratio (WtHR) – has been shown 
to improve mortality risk prediction [2,3]. Nevertheless, these 
indicators have limitations, such as the absence of standard-
ized measurement procedures [4]. Accordingly, the potential 
predictive role of non-traditional anthropometric indicators – 
such as the weight-adjusted waist index (WWI), the conici-
ty index (C-index), and relative fat mass (RFM) – has been 
highlighted [5-7]. However, their clinical interpretation may 
be limited by the complexity of the required calculations. 

AIMS

To develop a novel, clinically applicable and easily in-
terpretable anthropometric method for the classification of 
central obesity, and to assess its predictive value for all-cause 
and cancer mortality in comparison with both traditional 
(BMI, WC, WHR, WtHR) and non-traditional (WWI, C-index, 
RFM) anthropometric indicators.

METHODS

This study included 45698 adult men and women from 
the Italian EPIC cohort (1993–1998). Demographic, lifestyle, 
and medical history data were collected enrollment using 
standardized questionnaires. Anthropometric measurements 
(height, weight, waist and hip circumferences) were used to 
calculate indicators. To calculate Delta Waist (ΔW) a line-
ar regression was performed on WC as a function of height, 
weight, sex, age, sex/height and sex/age interaction. The 
model was weighted based on health risk categories de-
fined by NICE [8]: participants with no increased risk were 
assigned a weighting factor of 1, those with increased risk a 
weighting factor of 0.5, and those with high or very high risk 
a weighting factor of 0. Predicted waist circumference was 
derived from this model by standardizing age to 35 years and 
reclassifying high/very high risk individuals into the nearest 
increased risk group stratified by waist circumference, assign-
ing them the highest value of BMI. On this basis, weighting 
factor was recalculated. ΔW was calculated as the difference 
between observed and predicted WC. Pearson correlation 
coefficients were calculated between ΔW, the other non-tra-
ditional and traditional indicators. Cox proportional hazards 
models, with age as the primary time variable, were used to 
assess the association between ΔW, or other anthropometric 
variables, and the risk of all-cause and cancer mortality. All 
models were stratified by study center and adjusted for years 
of education, smoking status, physical activity level, diabetes, 
hypertension, and menopausal status for women (model 1). 
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All models were also adjusted for BMI (model 2). All analy-
ses were performed separately for men and women. Hazard 
ratios (HRs) and 95% confidence intervals were estimated. 
Model performance was assessed using the Bayesian Infor-
mation Criterion (BIC), with lower values indicating better fit. 
Statistical significance was set at p < 0.05.

RESULTS

During a median follow-up of 15 years, all-cause and can-
cer deaths were 1002 and 548 in men and 1473 and 888 
in women, respectively. ΔW showed a lower correlation with 
BMI (men: r=0.64; women: r=0.71) than WC (men: r=0.87; 
women: r=0.91), WtHR (men: r=0.84; women: r=0.90) and 
WHR (men: r=0.69; women: r=0.75). A strong positive cor-
relation was observed between RFM and BMI (men: r=0.84; 
women: r=0.85), while correlations between WWI, C-index 
and BMI were lower than r=0.5 in both sexes. WWI, C-in-
dex and RFM were positively correlated with WC, WtHR, 
WHR in both sexes. After adjustment for covariates, the es-
timated HRs of all-cause and cancer mortality according to 
BMI, WC, WtHR, WHR, ΔW, WWI, C-index and RFM are 
shown in Table 1. In both sexes ΔW was associated with an 
increased risk of both all-cause mortality (men: HR 1.02 (95% 
CI 1.01-1.03); women: HR 1.02 (95% CI 1.01-1.02)) and 
cancer mortality (men: HR 1.02 (95% CI 1.01-1.03); wom-
en: HR 1.01 (95% CI 1.003-1.02)) (model 1). Adjustment for 
BMI did not affect the association between ΔW and all-cause 
mortality in both sexes and cancer mortality in men, but mod-
ified the association between ΔW and cancer mortality in 
women (model 2). The other indicators were associated with 
an increased risk of all-cause mortality in men and women 
and with cancer mortality in men, while in women the associ-
ation with cancer mortality was observed for all indicators ex-
cept WHR, WWI and C-index (model 1). After adjusting for 
BMI no association was found between RFM and all-cause 
mortality in both sexes, nor between WHR and all-cause 
mortality in women. Furthermore, in women after adjusting for 
BMI, WC, WtHR, and RFM were no longer associated with 
cancer mortality (model 2). In the BIC analysis, the model with 
ΔW showed the lowest value in both men and women for 
all-cause mortality (men: BIC=14650; women: BIC=24329). 
Lower BIC values for cancer mortality were found for C-index 
in men (BIC=8096) and for WHR in women (BIC=15009).

CONCLUSIONS

ΔW represents a new anthropometric indicator of cen-
tral obesity, easy to use and understand. In the Italian EPIC 
cohort it was associated with all-cause mortality risk in both 
sexes, with better results than other anthropometric indicators 
already validated and standardized.
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Table 1. Estimated HRs of all-cause and cancer mortality according to BMI, WC, WtHR, WHR, ΔW, C-index, WWI and RFM.
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INTRODUCTION

Menopause is a critical period marked by significant met-
abolic and hormonal changes that impact cardiometabolic 
disease risk.[1] Diet plays a crucial role in lipid metabolism 
and visceral adiposity, key components of cardiometabolic 
health.[2] Metabolomics, the analysis of small molecules in 
biological samples, offers a tool for capturing both dietary 
metabolites and systemic adaptations to habitual diet.[3] In 
addition to provide a more objective assessment of dietary 
intake it can reveal different profiles between subgroups of in-
dividuals, such as women at different reproductive stages.[4] 
However, the underlying mechanisms by which diet affects 
metabolism after menopause are not yet well understood, lim-
iting the development of targeted dietary strategies to mitigate 
health risks in female populations.[5]

OBJECTIVE

This investigation aimed to examine the role of menopau-
sal status in the association between dietary patterns, me-
tabolomic profiles associated with the dietary patterns, and 
lipid profile. To achieve this objective, two specific aims were 
pursued:

1.  To determine the metabolomic profile associated 
with different dietary patterns according to menopausal 
status

2.  To explore how diet influences the lipid profile and 
visceral fat by menopausal status, considering potential 
differences in the metabolome.

METHODS

We conducted a cross-sectional analysis on 1,179 wom-
en participating in the Cooperative Health Research In South 
Tyrol (CHRIS) study,[6] stratifying by menopausal status, 
defined based on an algorithm incorporating self-reported 
information and age. We excluded women who were preg-
nant, non-fasting, or in the menopause transition phase at the 
study visit.

To evaluate the dietary patterns, we derived three well-es-
tablished healthy dietary indexes: Planetary Health Diet In-
dex (PHDI), Plant-based Diet Index (PDI), and Alternative 
Healthy Eating Index (AHEI). Additionally, we included the 
Dietary Inflammatory Index (DII) to specifically investigate the 
role of inflammation. The outcomes were visceral fat (%), total 
cholesterol (mg/dL), HDL cholesterol (mg/dL), LDL cholester-
ol (mg/dL), and log-transformed triglycerides (log-mmol/L) 
concentrations.

We used elastic net regression to identify metabolites as-
sociated with each dietary index. The dataset was divided into 
training (70%) and testing (30%) sets. In the training set, we 
performed multiple iterations of 10-fold cross-validation with 
100 different seeds. Optimal lambda values were selected 
based on the consensus mode of the number of selected fea-
tures across iterations. For each dietary index, we estimated a 
metabolite score, calculated as the weighted sum of selected 
metabolite concentrations. The trained models were subse-
quently applied and validated in the testing set to compute 
final dietary metabolite scores. Associations between dietary 
indexes, metabolite scores, and outcomes were assessed us-
ing linear regression models. All models were adjusted for 
age, physical activity, smoking, self-reported diabetes and 
hypertension, education, following a special diet, total energy 
intake, and self-reported medications for lipid control. Addi-
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tionally for pre-menopausal women, we adjusted for contra-
ception use, while for post-menopausal women we adjusted 
for the usage of hormone replacement therapy.

Results: 
In this sample of women, the pre-menopause group 

(n=762) had a median age of 35 years (interquartile range, 
IQR: 25-44 years) and a median BMI of 23 kg/m2 (IQR: 
21-27 kg/m2). The post-menopause group (n=417) had a 
median age of 62 years (IQR: 56-69 years) and a median 
BMI of 26 kg/m2 (IQR: 23-30 kg/m2).

The selection of metabolites revealed group-specific pro-
files, with a modest overlap between the pre-menopause and 
post-menopause groups, except for the DII, which showed 
distinct metabolomic profiles in the two groups. Glycerophos-
pholipids were consistently selected across almost all dietary 
patterns and in both groups.(Figure)

When examining associations between dietary indexes 
and outcomes,(Figure) the PDI and the AHEI were associated 
with lower visceral fat and LDL cholesterol among pre-men-
opausal women. In the post-menopausal group, the PHDI 
was positively associated with LDL cholesterol, while AHEI 
remained negatively associated with visceral fat.

When examining associations between metabolite scores 
and outcomes,(Figure) in the pre-menopausal group, all me-
tabolite scores were associated with lower visceral fat. The 
PDI-metabolite score was additionally associated with lower 
total cholesterol. The PHDI-metabolite score was associated 
with lower HDL cholesterol and higher triglyceride levels. The 
DII-metabolic score was associated with higher levels of total, 
LDL, and HDL cholesterol, and with lower triglycerides. The 
AHEI-metabolite score was also associated with higher tri-
glyceride levels. In post-menopausal women, the DII-metab-
olite score was negatively associated with total, LDL, and HDL 
cholesterol. The PHDI-metabolite score was associated with 
lower total and HDL cholesterol. The AHEI-metabolite score 
was positively associated with HDL cholesterol.

CONCLUSION

The metabolomic profiles associated with dietary patterns 
varied by menopausal status. We observed a general consist-
ency when investigating associations between dietary index-
es, their corresponding metabolomic profiles, and lipid mark-
er concentrations. However, the associations with metabolite 
scores were notably stronger than those with dietary index, 
suggesting that while dietary patterns do influence metabolic 
outcomes, the specific metabolomic profiles might provide a 
more precise and robust measure of these associations. 
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INTRODUCTION

Appropriate nutrition and healthy lifestyles are key ele-
ments in the prevention of non-communicable diseases and 
in promoting individual well-being. In this context, health and 
digital literacy are essential tools to foster people’s empow-
erment in managing their own health. Universities, as en-
vironments with a high concentration of young people and 
professionals, play a strategic role in health promotion. They 
have the opportunity to optimize the health literacy of their 
students and empower them to make informed decisions for 
themselves and their living environments [1]. Health Literacy, 
meaning the ability of individuals to meet the complex de-
mands of health in a modern society, has been associated 
with better health decision-making and is considered a key 
social determinant of healthier behaviors. Moreover, in the 
field of nutrition, this competency affects food selection and 
preparation processes and, more broadly, eating habits, thus 
contributing to improved health and well-being of individuals 
[2]. For this reason, it is important to investigate Health Lit-
eracy as well as eHealth (defined as the use of information 
technologies in support of health and related fields) and Dig-
ital Health Literacy, all of which are increasingly important in 
Public Health.

OBJECTIVES

The ALFADIET study aims to analyze eating habits, ad-
herence to the Mediterranean Diet, lifestyles, and levels of 
Health and Digital Health Literacy among students, faculty, 
and administrative staff of the University of Catania and the 
University of Palermo.

METHODS

The population of the “ALFADIET” study will include stu-
dents, from various degree programs and academic years, 
as well as teaching and non-teaching staff at the University of 
Catania and the University of Palermo. The study is based on 
an innovative real-time data collection methodology using the 
mobile Ecological Momentary Assessment (mEMA), aimed at 
capturing participants’ daily behaviors. A web-based sur-
vey will be designed to collect basic demographic data and 
additional information. The study will use an updated, spe-
cially designed version of the HEALTHY-UNICT web app, 
customized and developed at the University of Catania [3]. 
This application will allow for the administration of validated 
questionnaires assessing dietary habits, behavioral factors, 
and health literacy. The information collected will include 
anthropometric variables, lifestyles (including smoking and 
physical activity), emotions, and demographic characteristics. 
The survey will be conducted on a representative sample of 
students, teaching and non-teaching staff, through the use of 
an innovative mEMA application, specially developed by an 
interdisciplinary team to meet the specific objectives of the 
study.

RESULTS

The preliminary findings derive from a pilot study conduct-
ed on a small sample of 27 participants from the University of 
Catania, including students (74.1%), faculty members (18.5%), 
and administrative/technical staff (7.4%). The majority were 
female (81.5%), with a median age of 24 years. Among stu-
dents, 70% were enrolled on schedule with their academic 
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plan, and 50% lived away from their university location. A 
total of 92.6% of participants reported no significant medical 
conditions, and 88.9% did not report any food intolerances. 
Regarding lifestyle habits, 81.5% reported using multivitamin 
and multimineral supplements, 77.8% were non-smokers, 
and 88.9% preferred white meat (e.g., chicken, turkey, rab-
bit) over red meat. Most participants (63%) slept between 7 
and 9 hours per night. Psychophysical issues impacting daily 
activities were reported as moderately difficult by 37% of re-
spondents, very difficult by 14.8%, and extremely difficult by 
one participant, while 44.4% reported no difficulties. As for 
digital health literacy, 55.6% stated they were very capable 
of finding health-related information online, 51.9% felt very 
capable of knowing where to look for it, and 44.4% felt very 
capable of evaluating the quality of such information. Addi-
tionally, 48.1% reported being very capable of distinguishing 
between high- and low-quality health information. However, 
only 29.6% felt very confident using that information to make 
health-related decisions.

CONCLUSIONS

This pilot study provides an initial overview of dietary hab-
its, lifestyle behaviors, and levels of health and digital health 
literacy among the university population, though based on a 
small sample. The data collected will help identify factors as-
sociated with greater adherence to the Mediterranean Diet 
and higher levels of health and digital health literacy, sup-
porting the identification of target groups for future health 
promotion interventions. Moreover, the study serves to test the 
effectiveness of innovative digital tools for real-time behavio-
ral data collection. The future evidence will serve as a founda-
tion for developing personalized, sustainable, and replicable 
strategies aimed at improving health and fostering empower-
ment within the academic community.
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INTRODUCTION

In recent years, studies on pregnancy outcomes and repro-
ductive health indicators have increasingly considered the impact 
of socioeconomic deprivation. Area-based indices such as the 
Caranci Deprivation Index [1] or Synthetic Index of Socioeco-
nomic Disadvantage (IVSM) from ISTAT [2] are commonly used 
as proxies to evaluate variations in fertility rates, voluntary and 
spontaneous abortion, and other maternal-child health outcomes. 
Moreover, these indices are widely used to examine how soci-
oeconomic disadvantage influences adverse maternal and re-
productive health outcomes, as well as accessibility of healthcare 
services [3-5]. However, both the Caranci Index and IVSM are 
constructed using data from the 2011 national census. Applying 
these outdated indicators to more recent healthcare databases 
risks to introduce bias and misrepresenting the current socioeco-
nomic reality of municipalities.

OBJECTIVES

This study aims to determine a municipality-level socioeconomic 
score that aligns as closely as possible with the IVSM but based on 
individual-level health data from birth certificates (CEDAP) collect-
ed in the years 2010–2012 that are near the year of IVSM deter-
mination. The primary objectives are to estimate a predictive model 
of the IVSM based on aggregated CEDAP data (2010–2012), to 
validate the model internally within the same time period, and to test 
the temporal stability of the derived score by applying it to subse-
quent years and assessing its consistency with the IVSM.

METHODS

Municipality-level frequencies were calculated for select-
ed sociodemographic variables present in the CEDAP records, 

including maternal and paternal citizenship, marital status, edu-
cational attainment, occupational status, maternal age class, and 
parity. The IVSM value, available for each municipality from ISTAT 
(2011), was used as the dependent variable in a General Linear 
Model (GLM), where independent variables were the propor-
tions of each sociodemographic category in the reference period 
2010–2012. Coefficients estimated from the GLM were then used 
to compute a composite score (Socieconomic Maternal Score, 
SMScore) for each municipality by applying the same formula 
to the frequencies in subsequent time periods (e.g., 2013–2015, 
2016–2018).

To evaluate model performance the data of 2010–2012 were 
splitted into a training and validation sets. In later time periods, 
the SMScore was compared to the original IVSM using Pearson’s 
correlation coefficient and Mean Squared Error (MSE). Further-
more, both the IVSM and SMScore were categorized into quar-
tiles to simulate typical use in epidemiological studies. Linearly 
weighted Cohen’s Kappa was calculated to assess agreement 
between the quartile-based classifications. This analysis rests on 
the assumption that, although a municipality’s continuous depri-
vation score may fluctuate, shifts between quartiles over time are 
less frequent and may therefore offer a more robust indicator of 
socioeconomic positioning in longitudinal analyses.

RESULTS

The initial validation of the SMScore against the 2011 
IVSM showed a positive correlation (Pearson’s r = 0.64, p 
< 0.0001) and a relatively low mean squared error (MSE = 
3.27), confirming the validity of the constructed scoring model.

When applied retrospectively across five consecutive 
three-year periods (T1: 2010–2012 through T5: 2018–
2020), the correlation between the calculated score and the 
original IVSM index progressively decreased. In the earlier 
periods, the relationship remained statistically significant (T1: 
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The observed mismatch highlights the importance of reg-
ularly updating deprivation indices or developing dynamic 
proxies that can adapt to shifting population characteristics. 
Integrating information from different health service databas-
es, which contain additional relevant variables, may refine the 
scoring approach and enable more robust comparisons with 
existing socioeconomic indices. This integration can improve 
area-level deprivation measures and support their effective 
use in public health monitoring and planning.
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r = 0.64, MSE = 1.87; T2: r = 0.60, MSE = 1.93). However, 
the strength of association weakened in later periods, with T3 
showing a low correlation (r = 0.24, MSE = 4.19), and T4 a 
slightly stronger but still moderate low correlation (r = 0.34, 
MSE = 3.19). By T5, the correlation dropped to non-signifi-
cant levels (r = 0.10, p = 0.0841) with a marked increase in 
prediction error (MSE = 6.44).

The heatmap visualization (Fig.1) comparing the quartile 
classification of municipalities based on IVSM 2011 and the 
recalculated SMScore across the five periods provides fur-
ther insight. In the earliest triennia (T1 and T2), the majority 
of municipalities remained within the same quartile or shifted 
only marginally, indicating good agreement between classi-
fications. This concordance deteriorated progressively in T3 
and T4, with more municipalities diverging from their origi-
nal IVSM quartile. In T5, the misclassification pattern became 
more evident, with substantial deviation between the IVSM 
and SMScore classifications. This trend is quantitatively sup-
ported by the linearly weighted Cohen’s Kappa, which de-
clined from 0.83 [0.80–0.87] in T1 to 0.67 [0.62–0.72] in 
T5, confirming the decreasing agreement over time. Despite 
changes in the continuous score, quartile stability appeared 
more robust in the early triennia.

Figure 1. Agreement between IVSM 2011 and SMScore across 
periods.

 

CONCLUSIONS

The findings suggest that the use of area-level socioeco-
nomic indices such as the IVSM should be temporally bound-
ed, as their capacity to reflect current population-level vul-
nerability deteriorates over time. While the index performed 
well in the early years following its development, its predictive 
and classificatory coherence weakened in later periods. This 
divergence may stem from genuine socioeconomic transfor-
mations within municipalities or from changes in the demo-
graphic and social profiles of the women giving birth, such as 
age at delivery or parity.
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INTRODUCTION

The use of Social Networking Sites (SNS) has been con-
tinuously increasing in recent years [1], contributing to the rise 
of significant behavioral and psychological issues, especially 
when SNS are used as a coping mechanism for stress and 
loneliness among young people. One of the most widely used 
SNS today is Instagram, and several studies indicate that ex-
cessive use of this platform may be associated with decreased 
cognitive functioning in young adults, as well as behavioral 
and sleep disorders [2].

In addiction, the Instagram platform’s focus on food im-
agery, fitness content, and body aesthetics often perpetuates 
unattainable beauty standards, potentially triggering disor-
dered eating patterns or body dissatisfaction [3,4]. 

Moreover, the study by Romero-Rodríguez et al. [5], 
found that while problematic smartphone use negatively influ-
ences self-esteem, the intensity of Instagram use itself was not 
a direct predictor of self-esteem among university students. 
This suggests a nuanced relationship between SNS engage-
ment and self-perception, warranting further exploration.

AIMS

This study aimed to explore the relationships between 
problematic social media use (PSMU), self-esteem, physical 
activity (PA), and eating behaviors, using a moderated-me-
diation model. In this study, we tested a moderated-media-
tion model of how explained variables may be interrelated. 
The model’s starting point is the well-established link between 
PSMU and self-esteem, and PSMU and eating behaviour, 
with the hypothesis that higher PSMU is associated with 
higher levels of problematic affects and behaviors. We then 

hypothesized that participants who have higher self-esteem 
will show better eating habits despite higher levels of PSMU 
(mediation analysis). Finally, we supposed that physical ac-
tivity and sedentary levels could moderate the relationship 
between PSMU and self-esteem (moderation analysis), with 
a protective role of PA. 

METHODS

A cross-sectional study was conducted with 1237 univer-
sity students (74.4% females, mean age = 22.7 ± 5.5 years). 
Participants completed an online survey assessing Instagram 
use, enrolled in 13 different academic programs (e.g., lan-
guages, art, biology, pharmacy, sport science). The students 
completed an online questionnaire composed of four sections 
about: physical activity (International Physical Activity Ques-
tionnaire, IPAQ) [6]; Instagram usage (Social Media Use 
Questionnaire, SMUQ) [7]; self-esteem (Rosenberg Self-Es-
teem Scale) [8]; eating behaviors (Dutch Eating Behavior 
Questionnaire, DEBQ) [9]. 

A chi-square test was used to test the gender differences 
in the distribution of participants in the three PA categories 
(low, moderate, high). Non-parametric Spearman’s correla-
tions were then computed between Instagram use (minutes 
per day, reasons for use), SMUQ subscales (Withdrawal 
and Compulsion), PA (MET/min/week), sitting time (hours/
day), self-esteem and eating behaviors (emotional eating, re-
strained eating, external eating). A multiple linear regression 
was then performed to test the effect of Instagram time (min-
utes per day) and motives of use on the two SMUQ subscales 
(Withdrawal and Compulsion). Finally, a moderated-media-
tion analysis [10] was conducted to examine the relationships 
between PSMU and Eating behaviors, considering PA and 
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sitting time, and self-esteem, as potential moderators and me-
diator, respectively. 

RESULTS

In our sample, females reported higher levels of PSMU 
and more problematic eating behaviors than males, who in 
turn exhibited significantly higher levels of physical activity (p 
< 0.001). Regarding Instagram use, females reported signif-
icantly higher daily usage (p < 0.001), number of followers 
(p < 0.01), following (p < 0.01), and higher scores for all 
reasons for Instagram use, except for self-promotion, where 
responses were similar to males.

Two multiple linear regression analyses (one for each sub-
scale of SMUQ) were used to investigate which of the motives 
for use or usage time were more influential on the problematic 
use. Considering Withdrawal as the dependent variable, the 
overall regression was statistically significant (R2adj = 0.222, 
F(6,1165) = 56.71, p < 0.001). All the independent variables 
were significant predictors of Withdrawal, with the exception 
of the use for Documenting. 

The correlation analysis showed that the PSMU (both 
Withdrawal and Compulsion) was significantly positively cor-
related to the daily usage time, and to all the three typologies 
of eating behaviors (restrained, emotional, and external eat-
ing). 

PSMU was positively correlated with restrained, emo-
tional, and external eating behaviors and negatively corre-
lated with PA and self-esteem. Self-esteem mediated the re-
lationship between PSMU and eating behaviors, with higher 
self-esteem associated with healthier eating patterns. Sitting 
time moderated the relationship between PSMU and self-es-
teem, reinforcing the negative effects of excessive Instagram 
use. Gender differences were observed, with females report-
ing higher levels of PSMU, problematic eating behaviors and 
lower PA levels compared to males. This study highlights the 
complex interplay between PSMU, self-esteem, PA, and eat-
ing behaviors in university students. 

CONCLUSION

These findings highlight the importance of addressing PS-
MU’s impact on self-esteem and eating behaviors in young 
adults. PA emerged as a beneficial factor for self-esteem, but 
its inability to moderate the PSMU–self-esteem relationship 
suggests that targeted interventions should consider psycho-
logical components alongside lifestyle modifications mainly 
directed at reducing sedentary and sitting time. Promoting 
regular PA could serve as an effective strategy to enhance 
self-esteem and counteract the harmful effects of excessive 
Instagram use. Health education programs emphasizing dig-
ital literacy, self-esteem enhancement, and balanced SNS 
engagement may help mitigate PSMU’s adverse effects. Fu-
ture research should explore longitudinal relationships and in-
tervention strategies to promote healthier social media habits 
and psychological well-being among university students.
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INTRODUCTION

As populations age, public health systems face the chal-
lenge of understanding and supporting healthy ageing trajec-
tories [1]. Life-course transitions – such as retirement – affect 
health behaviours, psychosocial wellbeing, and cognitive 
functioning. Longitudinal datasets offer key opportunities to 
track these changes, but require rigorous analytical strategies 
to fully exploit their potential in epidemiology [2].

Objectives
To provide scientific evidence to support decision-making 

in response to the needs of an increasingly ageing popula-
tion, through a Healthy Ageing and life-course research ap-
proach, by leveraging the longitudinal and multidimensional 
potential of SHARE data [3].

Specific objectives are:
i)  to analyse the short- and long-term impact of re-

tirement on behavioural risk factors (e.g. smoking, alco-
hol use, food consumption, physical activity) and mental 
health (e.g. depressive symptoms and suicidality);

ii)  to evaluate individual, socioeconomic, and envi-
ronmental determinants of cognitive decline using harmo-
nised cognitive assessment protocols.

METHODS

For the specific objective i) We implemented a longitudinal 
cohort design using SHARE waves 1-8 (2004–2020), select-
ing 8,998 individuals aged 50+ employed at baseline and 
retired during follow-up [3,4]. Retirement timing served as a 
temporal exposure to construct repeated-measures analyses. 
Generalised estimating equations (GEE) were applied to mod-
el selected outcomes (e.g., smoking, alcohol use, food con-
sumption, physical activity, depressive symptoms), account-
ing for intra-individual correlation [5]. Time was modelled in 
different intervals relative to the retirement year. Covariates 

included sex, age, marital status, education, occupation, and 
chronic disease. For the specific objective ii) We adopted a 
retrospective design based on SHARE-HCAP Wave 9 (2021–
2022), which included 2,685 individuals aged 65+ from 
five European countries. Respondents were classified through 
machine learning techniques as cognitively normal, mildly, or 
severely impaired based on harmonised neuropsychological 
protocols. To explore associations with cognitive status, we 
retrospectively reconstructed exposure histories using previous 
SHARE waves. These included educational attainment, occu-
pational trajectories, chronic conditions, housing characteris-
tics (e.g., presence of architectural barriers, accessibility), and 
perceived neighbourhood quality. Multivariable models were 
applied to evaluate the role of these life-course exposures in 
shaping late-life cognitive outcomes.

RESULTS

Retirement was associated with dynamic shifts in health 
behaviours and mental health. Physical activity increased 
during the early post-retirement period, particularly among 
previously inactive individuals (RR=1.49, 95%CI 1.36–1.63), 
but declined after a decade (RR=0.90, 95%CI 0.88–0.93). 
Smoking prevalence and intensity decreased substantially 
over time, with average daily cigarette consumption falling 
from 27 to 9 per day, and risk of smoking dropping by 42% 
a decade post-retirement (RR=0.58, 95%CI 0.46–0.74). 
Alcohol use patterns shifted: while daily drinking increased 
moderately (RR=1.28 at 10+ years), binge drinking declined 
(RR=0.78, 95%CI 0.66–0.93). Dietary habits showed favour-
able trends: intake of protein-rich foods (meat, fish, legumes, 
eggs) increased significantly over the long term (RR=1.09, 
95%CI 1.01–1.17), while fruit, vegetable, and dairy con-
sumption remained stable. Depressive symptoms declined in 
the short term (RR=0.89, 95%CI 0.81–0.99), but increased 
again after 10 years among non-manual workers and late 
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retirees (RR up to 1.37). Notably, suicidality ideation risk 
rose substantially in the long term, particularly among men 
(RR=1.78, 95%CI 1.11–2.86).

Cognitive assessment from SHARE-HCAP data showed 
that 63.4% of respondents were classified as cognitively 
normal, 25.8% as mildly impaired, and 10.7% as severely 
impaired. Preliminary results suggest that environmental dis-
advantages

Results from the SHARE HCAP wave showed that 63.4% 
were classified as cognitively normal, 25.8% as mildly im-
paired, and 10.7% as severely impaired. Retrospective recon-
struction of life-course exposures showed that environmental 
disadvantages, including poorer perceived neighbourhood 
quality, may contribute to impaired cognitive impairment in 
later life. 

CONCLUSIONS

Our findings offer a comprehensive view of behavioural 
and psychological changes during the transition to retire-
ment, distinguishing short- and long-term effects across key 
health domains. SHARE data offer a powerful resource for 
life-course epidemiology with different epidemiological ap-
proaches and appropriate statistical modelling. The meth-
odological strategy – centered on record linkage, repeated 
measures, and harmonised indicators – demonstrates how 
survey data traditionally used in economics and social scienc-
es can inform public health. Future research should address 
compositional bias, improve data harmonisation, and explore 
other life-course transitions. 
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INTRODUCTION

Postoperative infections, including surgical site infections 
(SSIs), pneumonia, bloodstream infections (BSIs), and uri-
nary tract infections (UTIs), remain among the most frequent 
and impactful complications following surgery. They con-
tribute substantially to patient morbidity, length of stay, and 
healthcare costs, despite improvements in surgical techniques 
and perioperative care. In Europe alone, healthcare-associ-
ated infections are estimated to cause over 90,000 deaths 
annually and impose a burden of more than 500 DALYs per 
100,000 population [1]. Despite the adoption of ERAS pro-
tocols and prophylactic antibiotics, the incidence of postoper-
ative infections has plateaued in many settings, suggesting the 
need for adjunctive strategies beyond standard perioperative 
care. In this context, perioperative nutrition has emerged as a 
potentially modifiable factor capable of influencing immune 
responses, gut microbiota, and systemic inflammation. Immu-
nonutrition (enriched with arginine, omega-3 fatty acids, nu-
cleotides), probiotics, synbiotics, and protein supplementation 
are currently being investigated for their ability to prevent in-
fectious complications and improve surgical outcomes [2,3]. 
However, the literature is fragmented and results are often in-
consistent across interventions and populations [4-7].

OBJECTIVES

This study aimed to systematically evaluate the efficacy of 
perioperative nutritional supplementation in reducing postop-

erative infectious complications in adult surgical patients. The 
focus on infection stems from its clinical burden and its po-
tential sensitivity to immune-modulating strategies. Secondary 
outcomes included specific infection types (SSIs, BSIs, UTIs, 
and pneumonia) and hospital length of stay (LOS), selected 
for their relevance to patient recovery and healthcare system 
impact. These outcomes were selected to capture both the di-
rect impact of infections and their broader consequences on 
patient recovery and resource utilization.

METHODS

A systematic review and meta-analysis were conducted 
in accordance with PRISMA 2020 guidelines and registered 
in PROSPERO (CRD42024575184) [8]. PubMed, Scopus, 
Cochrane Library, and Google Scholar were searched with-
out restrictions on date or language. Eligible studies includ-
ed adult surgical patients receiving perioperative nutritional 
interventions (immunonutrition, probiotics, synbiotics, protein 
supplementation) compared to standard care or placebo. The 
research question was structured using the PICO framework 
to ensure structured and clinically meaningful comparisons. 
Both randomized controlled trials (RCTs) and observational 
studies were included. The primary outcome was the inci-
dence of infectious complications. Meta-analyses were per-
formed using STATA SE 19, with pooled odds ratios (ORs) and 
95% confidence intervals (CIs). Heterogeneity was assessed 
via the I² statistic, and a random- or fixed-effects model was 
applied accordingly. The methodological quality of included 
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studies was assessed using NIH tools, with most RCTs classi-
fied as low or moderate risk of bias, and observational studies 
showing greater variability [9]. Risk of bias was independent-
ly assessed by multiple reviewers, and disagreements were 
resolved by consensus, ensuring rigorous evaluation.

RESULTS

Thirty-nine studies (27 RCTs and 12 observational) met the 
inclusion criteria. Immunonutrition was the most consistently 
effective intervention, significantly reducing the overall inci-
dence of infectious complications in both RCTs (OR = 0.36; 
95% CI: 0.21–0.62) and observational studies (OR = 0.32; 
95% CI: 0.17–0.61). The protective effect was particularly ev-
ident with oral administration and in patients aged ≤65 years. 
Probiotics showed a borderline protective effect overall, while 
synbiotics appeared more effective in younger patients and 
when administered orally. Protein supplementation was eval-
uated in too few studies to allow for pooled analysis of the 
primary outcome.

Regarding secondary outcomes, a general trend of ben-
efit was observed across most interventions, though with var-
iability in effect size and consistency. Immunonutrition and 
protein supplementation were associated with reduced SSIs. 
Probiotics showed favorable effects on UTIs and pneumonia. 
Synbiotics were linked to a shorter LOS, though heterogeneity 
and limited data warrant cautious interpretation. The quality 
of evidence varied, with most RCTs showing low or moderate 
risk of bias. These findings, although promising, should be in-
terpreted with caution due to limited data in some subgroups 
and moderate heterogeneity in certain analyses.

CONCLUSIONS

Perioperative nutritional supplementation, particularly im-
munonutrition, represents a promising and evidence-based 
strategy to reduce postoperative infectious complications. 
Secondary benefits on SSIs, UTIs, pneumonia, and LOS 
support the broader integration of nutritional protocols into 
surgical care. Immunonutrition showed the most consistent 
results, while probiotics were effective for UTIs and pneumo-
nia. Synbiotics significantly reduced LOS, though limited data 
and heterogeneity warrant caution. The strength of evidence 
depends on study volume and quality; thus, interventions like 
immunonutrition for SSIs should be prioritized, while others—
such as protein supplementation for non-SSI outcomes—re-
quire further evaluation. Clarifying differential impacts across 
surgical specialties and standardizing formulations, timing, 
and administration routes will be crucial for tailored and ef-
fective implementation.
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INTRODUCTION

International migration is considered a complex and un-
stoppable phenomenon. Migrant population is a heterogene-
ous group of people who experience migration for different 
reasons and that are considered to be at increased risk of de-
veloping mental disorders [1]. Scientific evidence on migrants’ 
mental health is limited, as is knowledge of their access to and 
use of specific care services and treatments. As compared to 
natives, higher rates of involuntary hospitalization were found 
among migrants in most European countries [1,2].

AIM

The aim of the present study was to compare mental health 
hospitalization rates in Migrants and Italians in Marche Re-
gion during 2011-2023, and to investigate their differences 
according to demographic and clinical characteristics.

METHODS

A cross-sectional population-based study on individuals 
hospitalized in psychiatric departments of all ages and resi-
dent in Marche Region in the period between 2011 and 2023 
was conducted, using healthcare utilization databases (Hos-
pital Discharge and Regional Beneficiaries databases). Resi-
dents were divided into Migrants from High Migratory Pressure 
Country (HMPC) and Italians, according to citizenship [3].

The primary diagnosis field of hospital discharge data-
base was used to estimate the prevalence of different types of 
mental disorder using ICD-9 CM codes (290.-319.).

Annual age-standardized hospitalization rates were cal-
culated for HMPC Migrants and Italians using the 2019 Ital-
ian population [4] as standard, using the direct method. Rates 
were stratified by sex and the Standardized Rate Ratios (SRR) 
with 95% Confidence Interval (95%CI) were calculated by 
sex and year of observations as ratio between HMPC and 
Italian rates. All data were processed in compliance with the 
European (GDPR, EU 2016/679) and national privacy laws 
(D.lgs. 196/2003 and subsequent amendments).  

RESULTS

A total of 59.881 hospitalizations were analyzed, 93.3% 
of which were of Italians. The mean age was higher in Italians 
than in HMPC (43.8 y versus 32.2 y). In both populations, 
hospitalizations most frequently referred to unmarried individ-
uals (62% in Italians, 64% in HMPC) and to individuals with 
the lowest level of education (45% in Italians, 48% in HMPC).

Hospitalizations originated mainly from Emergency De-
partments admissions (25.4% Italians, 28.8% HMPC), med-
ical indications (24.8% Italians 20.4% HMPC), prison (13.4% 
Italians, 13.7% HMPC) or hospitalization at the time of deliv-
ery (13.3% Italians 11.4% HMPC).

The most frequent diagnoses were schizophrenia and oth-
er functional psychosis (29.6% in Italians vs 31.6% HMPC), 
alcoholism and toxicomania (15.2% in Italians vs 21.7% 
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Considering that mental disorders are characterized by 
chronicity, diagnostic-therapeutic difficulties and strong family 
and social impact, further assessments are needed to identi-
fy the reasons for the use of hospitalization versus communi-
ty-based care services in both populations.
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HMPC) in both populations. Hospitalizations for depres-
sion in Italians and HMPC had similar proportions (11.1% vs 
11.2%, respectively) but the frequency was more than twice as 
high in HMPC women as in HMPC men (8.3% vs 2.9%); the 
proportions of hospitalizations for mania and bipolar affec-
tive disorders hospitalizations were higher in HMPC women 
than in HMPC men (7.0% vs 2.1%); alcoholism and toxico-
mania were more frequent in HMPC women than in Italian 
women (11.5% vs 4.8%), and also than in HMPC men (11.5% 
vs 10.1%).

Excluding the 2020-2021 (the pandemic period) in which 
the lowest rates were recorded (2.5-2.5 and 2.3-2.0 for Ital-
ians men and women respectively, 1.4-1.7 and 1.6-2.2 for 
HMPC men and women respectively), the standardized rates 
(x1000 residents) of hospitalization ranged between 1.7 to 
2.6 (in 2023 and 2019, respectively) for HMPC men and be-
tween 1.8 to 2.5 (in 2023 and 2017, respectively) for HMPC 
women; in Italians, rates ranged between 2.6 to 4.2 (2023 
and 2011/2012, respectively) for men and between 2.1 to 
3.5 (in 2023 and 2011, respectively) for women.

Standardized rate ratios (Figure 1) showed that HMPC 
reported lower hospitalizations for mental disorders than Ital-
ians over the entire study period for both genders. In females, 
the differences between the two populations were less pro-
nounced than in males.

CONCLUSION

This study based on healthcare utilization databases al-
lowed to quantify the use of inpatient psychiatric care in both 
Migrants and Italians in the Marche Region.

Our results showed a lower rate of hospitalization for 
mental disorders in Migrants than in Italians over the study 
period, with differences by gender and by type of mental dis-
order.

Figure 1. Standardized rate ratios of mental health hospitalization and 95% Confi-
dence intervals in HMPC and Italians stratified by sex. Marche Region, 2011-2023
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BACKGROUND

Ensuring data quality in self-reported online surveys 
remains a critical challenge in digital health research, par-
ticularly when targeting healthcare professionals [1,2]. 
Self-reported data are susceptible to multiple biases, includ-
ing careless responding, social desirability bias, and drop-
out-related attrition, all of which may compromise the valid-
ity of findings [3,4]. In web-based surveys where researcher 
oversight is limited, structured quality control measures are 
essential to detect low-quality responses, minimise sampling 
bias, and enhance data reliability [5]. Previous studies have 
demonstrated that inadequate quality checks can lead to in-
flated error rates, reduced statistical power, and misleading 
conclusions [6]. Objective

This study presents a comprehensive methodological 
framework for optimising data quality in web-based medical 
surveys, applied to a national study on AI awareness among 
Italian physicians. Integrating pre-survey validation, real-time 
dashboards, response-time filtering, and post-hoc careless 
responding detection would address key challenges in digital 
research, while providing a replicable model for future stud-
ies.

METHODS

We conducted a national web-based survey using a val-
idated instrument (doi:10.1101/2025.04.11.25325592) via 
the LimeSurvey platform. The survey incorporated two main 
sections: (1) a core module assessing knowledge, attitudes 
and practices regarding AI in medicine; (2) clinical scenari-
os evaluating diagnostic agreement with AI-generated pro-
posals. Multiple quality control strategies were implemented 

throughout the survey lifecycle. In terms of survey design and 
logic, the questionnaire employed an adaptive flow structure, 
whereby respondents were routed through clinical scenarios 
relevant to their medical speciality. To reduce the incidence 
of partial completions and missing data, key questions were 
marked as mandatory, and completion status was actively 
tracked. In the monitoring and recruitment phase, a real-time 
dashboard monitored participant distribution (gender/ge-
ographical areas/speciality); referral links were rotated to 
minimise snowball bias [7]. Time-based data quality checks 
excluded outliers (completion time <1st or >99th percentile) 
[8]. Completion time for the first section was analysed for all 
completers to assess correlations between response speed 
and quality indicators. Dropout patterns were analysed us-
ing Kaplan-Meier survival analysis and logistic regression, 
to identify systematic attrition predictors. Data quality as-
sessments were performed on the outlier-cleaned dataset 
(n=587). Response quality was assessed using complemen-
tary careless responding indicators applied specifically to 
opinion scale items (Likert 1-5). Two detection methods were 
used: low response variance analysis, identifying respond-
ents with insufficient variability (SD < 0.5), and excessive 
same-response detection, flagging participants using identi-
cal responses for >75% of items. Internal consistency analy-
sis (Cronbach’s α) evaluated scale reliability across different 
quality levels.

RESULTS

A total of 736 accesses were recorded on the survey plat-
form. As an initial inclusion criterion, only participants who 
indicated current registration with the Italian Medical Council 
were considered eligible: 79 (10.7%) were excluded, yielding 
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a sample of 657 eligible participants (89.3%). Among eligi-
ble respondents, 597 completed the first section, yielding a 
dropout rate of 9.1% (n=60). A Kaplan-Meier survival analysis 
using total survey time revealed that most dropouts occurred 
early, with critical points at 45% after demographic, 51% after 
personal AI knowledge items, 71% after opinion items, and 
100% before clinical scenarios. Logistic regression showed 
no significant predictors of completion (LR χ²(6)=3.46, p= 
0.7497; pseudo-R²=0.014; AUC=0.60, 95%CI: 0.50–0.70). 
Completion time showed no correlation with response quality 
(Spearman’s ρ = -0.019, p = 0.645). Following outlier remov-
al, data quality assessment among 587 who completed the 
first section revealed two complementary patterns of careless 
responding: 8.52% (n=50) exhibited low response variance, 
while 32 (5.45%) demonstrated excessive same response 
patterns. Cross-classification analysis showed 23 participants 
(3.92%) flagged by both indicators, with 71.88% of excessive 
same responders also showing low variance. Overall, 50 par-
ticipants (10.05%, 95% CI: 7.9%- 12.8%) exhibited careless 
responding detectable by at least one indicator. Internal con-
sistency analysis showed robust scale reliability (Cronbach’s α 
= 0.754) that remained stable across quality levels.

CONCLUSION

The integration of real-time monitoring, adaptive design, 
time-based validation, and systematic careless responding 
detection provides a robust methodological framework for 
web-based medical surveys, particularly for complex topics 
like AI adoption. Comprehensive data quality assessment 
revealed a 10.05% careless responding rate among com-
pleters, which aligns with the literature. The absence of corre-
lation between completion time and response quality shows 
that careless responding could reflect attentional rather than 
temporal factors. Our findings suggest that both phenomena 
likely reflect situational or contextual factors rather than sys-
tematic participant characteristics or survey design flaws. This 
supports the validity and generalizability of the final dataset 
while providing a replicable quality control framework for fu-
ture web-based medical research.
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BACKGROUND 

Metabolic dysfunction-associated steatotic liver disease 
(MASLD) currently stands as one of the foremost global health 
challenges, with a prevalence of 38% worldwide according 
to the most recent estimates [1] and with a concerning upward 
trend due to the parallel anticipated increasing of Diabetes 
and Obesity epidemic in the coming years [2].

There is a long-standing agreement that the first decom-
pensation - defined as ascites, hepatic encephalopathy (HE), 
variceal bleeding, and jaundice- appears the pivotal event for 

patients’ prognosis and marks the transition from the compen-
sated, also known as compensated advanced chronic liver 
disease (cACLD), to the decompensated stage of cirrhosis [3]. 
Although only a small fraction of patients dies following the first 
decompensation episode, the risk of developing further de-
compensation increases and the median survival dramatically 
decreases [4]. The occurrence of a further decompensation 
event - defined according to the Baveno VII Consensus [5] as 
either the recurrence of the initial event or the development of 
a second decompensation event - represents a crucial turning 
point in the natural history of the liver disease, markedly in-
creasing the risk of liver-related death (LR-D) in those patients.
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AIM 

We assessed the cumulative incidence of first and fur-
ther (acute and non-acute) decompensation and evaluated 
their impact on LR-D in patients with compensated advanced 
chronic liver disease (cACLD) due to metabolic dysfunc-
tion-associated steatotic liver disease (MASLD).

METHODS 

International multicenter retrospective study (17 centers) 
on 6,061 consecutive patients with clinical (LSM>10 kPa) 
or biopsy-proven (F3-F4 fibrosis) diagnosis of cACLD due 
to MASLD. First and further decompensation were defined 
according to Baveno VII criteria. Competing risk analyses 
estimated the cumulative incidence of first and further de-
compensations, treating liver-related death (LR-D), extra-he-
patic death (EH-D), and liver transplantation (LT) as com-
peting events. Cumulative Incidence Functions (CIFs) were 
compared using Gray’s test and stratified by decompensa-
tion type and cause of death. Time-to-event analyses were 
anchored at cACLD diagnosis (first decompensation) and at 
first decompensation (subsequent events), with 5-year CIFs 
reported. Cause-specific Cox models with time-dependent 
covariates assessed the impact of decompensations and HCC 
on LR-D. Multivariable models included age, sex, diabetes, 
and liver function markers when available.

A seven-state multistate model estimated transitions from 
cACLD to better assess the clinical course of cACLD due to 
MASLD. Analyses were conducted in R (v4.3.3) using cmprsk, 
mstate, and related packages.

RESULTS 

The cumulative incidence of the first decompensation was 
3.5% (95% C.I 3.0-4.1) at 5 years, increasing 19-fold the risk 
of LR-D using Cox analysis (Figure 1A); the cumulative inci-
dence of further decompensation was 43.9% (95% C.I 37.2-
50.2) at 5 years among patients with first decompensation 
(Figure 1A), additionally increasing 1.5-times the risk of LR-D. 
Ascites, followed by variceal bleeding, were the most com-
mon events in both first and further decompensation. Hepato-
cellular carcinoma (HCC) further independently increased the 
risk of LR-D by 3- and 1.4-fold in the whole cohort of cACLD 
due to MASLD and in those who experienced first decompen-
sation, respectively.

CONCLUSIONS 

The first and further decompensations represent tipping 
points in the clinical course of patients with cACLD due to 
MASLD, increasing 19-times and additionally 1.5-times the 
risk of LR-D. HCC is an independent predictor of LR-D in pa-
tients with cACLD due to MASLD, resulting in an additional 
risk of LR-D when associated with both first and further de-
compensation.

Figure 1. Five-years CIF of major events in the whole cohort of 
cACLD due to MASLD. (A) Five-years CIF of first decompensa-
tion, extra-hepatic death and LT being as competing events. (B) 

Five-years CIF of first decompensation, extra-hepatic death and LT 
being as competing events.
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INTRODUCTION

Increased life expectancy is associated with the presence 
of multiple chronic diseases (i.e., multimorbidity), affecting 
health trajectories and care demands of older adults. The 
identification of a pool of accessible biomarkers that reflects 
specific endophenotypes of physiological dysregulation, 
may facilitate prognostication in older adults living with multi-
morbidity, offering a valuable tool for clinical decision-mak-
ing and personalized interventions [1-3].The BIO-SIGN pro-
ject aims to assess how a rich set of novel biomarkers, along 
with clinical, environmental and behavioral  factors, interact 
in the definition of specific multimorbidity patterns and their 
association with negative outcomes, specifically all-cause 
mortality.

OBJECTIVES

First year of the project focused on two different objec-
tives. First objective was the selection of a set of accessible 
and reliable biomarkers of multimorbidity, through extensive 
bibliographic research. Second objective was to identify ho-
mogeneous groups of multimorbid individuals (≥ 2 diseases), 
who share similar underlying disease patterns, using two Ital-
ian cohorts of randomly selected resident adult individuals. 

METHODS

OBJECTIVE 1. A systematic review was conducted on Pu-
bMed and Web of Science to identify peer-reviewed studies 
assessing the association between individual biomarkers in 
human fluid samples and multimorbidity. Based on this re-
view, a panel of significant blood biomarkers associated 
with multimorbidity was selected for further investigation in 
this study.

OBJECTIVE 2. The identification of multimorbidity pat-
terns involved the two Italian cohorts of CUORE project [4] 
and Moli-sani project [5] (baselines 2008-2012 and 2005-
2010, respectively), which share similar data collection 
methods. We focused on older adults aged 60-79 years. To 
ensure consistency and minimize data heterogeneity, a rigor-
ous process of harmonization was applied. Population clini-
cal characteristics were studied and homogeneous groups of 
individuals sharing similar underlying disease patterns were 
identified using Latent Class Analysis (LCA) [6]. Cox regres-
sion models were used to assess the association between 
multimorbidity patterns and mortality over 14 years of fol-
low-up, with results pooled in a random-effect meta-analysis. 

RESULTS

OBJECTIVE 1. SYSTEMATIC REVIEW FOR BIOMARK-
ERS IDENTIFICATION 

The systematic review identified several inflammatory and 
metabolic biomarkers, such as IL-6, triglycerides, LDL choles-
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terol and kidney and liver markers such as CyC, Aspartate 
aminotransferase and Alanine aminotransferase as being 
directly associated with multimorbidity. Additionally, neuro-
degeneration related biomarkers, including NfL and p-Tau 
217, showed similar associations. Plasmatic level of Aβ40/42 
showed a significant direct association with multimorbidity in 
less robust studies, while vitamin D displayed an inverse as-
sociation with multimorbidity in two studies. Findings for other 
biomarkers such as TNFα receptor II, total cholesterol, HDL 
cholesterol, CRP, and Insulin-like growth factors 1 were incon-
sistent across studies. On the basis of the literature review, a list 
of blood biomarkers was selected to be assessed in relation 
to the aims of the BIO-SIGN project (Table 1). Furthermore, 
based on the researcher’s expertise, standard pancreatic (in-
suline, C-peptide), cardiovascular (NT-proBNP), metabolic 
(glycemia), hepatic and renal (creatinine, albumine) biomark-
ers were included to the list along with emerging candidates 
linked to inflammatory, vascular, and hormonal dysregulation 
(GDF-15, I-CAM-1, V-CAM-1, leptine, MIG, GFAP) to ensure 
comprehensive coverage of relevant biological pathways.  

OBJECTIVE 2. MULTIMORBIDITY PATTERNS IDENTI-
FICATION

In relation to the cohort studies, total samples of 3,695 
individuals in CUORE (48% male, mean age 68.8 years [SD 
5.6]) and 7,801 in Moli-sani (51% male, mean age 68.2 
years [SD 5.4]) were evaluated and a total of 33 chronic 
diseases were considered. In both cohorts, six multimorbid-
ity patterns were identified: hypercholesterolemia; metabol-
ic, depression and cancer; cardiometabolic and respiratory; 
gastrointestinal, genitourinary and depression; respiratory; 
unspecific (i.e., no diseases overexpressed). A seventh pattern 
of multimorbidity-free participants was identified. Incidence 
rates of mortality were 1.7 and 1.9 per 100 person/years 
for CUORE and Moli-sani, respectively. When compared to 
participants without multimorbidity, those displaying a cardi-
ometabolic and respiratory pattern were associated with the 
highest mortality (pooled HR 2.62; 95% CI 2.15-3.10), fol-
lowed by unspecific (pooled HR 1.45; 95% CI 1.21-1.68), 
respiratory (pooled HR 1.33; 95% CI 1.01-1.64), and gas-
trointestinal, genitourinary, and depression (pooled HR 1.33; 
95% CI 1.06-1.60).

CONCLUSIONS

During the first year of activity of BIOSIGN, we selected 
a panel of 25 blood biomarkers -across diverse diseases do-
mains, as possible factors potentially able to define different 
endophenotypes of multimorbidity. Additionally, 6 different 
multimorbidity patterns were identified in two Italian cohorts 
and were differentially associated with survival. Further steps 
in the project will be to evaluate how biomarkers assessment 
can predict disease progressions and outcomes across these 
patterns. The identification of biomarkers as measurable 
prognosis factors for different homogeneous multimorbidity 
patterns in older adults may improve risk stratification, and 
prevent or reduce adverse health outcomes, including mortal-
ity. Such insights could enable personalized interventions and 
care plans and ensure a better allocation of health resources. 

Biomarker Disease 
domain

Interleukin-6 (IL-6)

Inflammatory
Tumor necrosis factor-alpha receptor 2 (TNFα receptor II)

C Reactive protein (CRP)

Monokine induced by gamma interferon γ (MIG)

Intercellular adhesion molecule 1 (I-CAM-1) Inflammatory/
vascularVascular cell adhesion molecule 1 (V-CAM-1)

Growth Differentiation Factor 15 (GDF-15) Cardiovas-
cularPro B-type natriuretic peptide (NT-proBNP)

High-density lipoprotein (HDL) cholesterol Metabolic

Low-Density Lipoprotein (LDL cholesterol Metabolic

Total cholesterol Metabolic

Triglycerides Metabolic

Glycemia Metabolic

Creatinine Metabolic 
(renal)Cystatin C (CyC)

Albumine Metabolic 
(hepatic/

renal)

Insuline Metabolic 
(pancreatic)

C-Peptide Metabolic 
(pancreatic)

Leptine Metabolic/
hormonal

Vitamin D Hormonal

Phosphorylated Tau 217 (p-Tau217)

Neurological

Neurofilament-light chain (NfL)

Amyloid Beta aa1-40 (Aβ40)

Amyloid Beta aa1-42 (Aβ42)

Glial fibrillary acidic protein (GFAP)

Table 1. Panel of selected putative blood biomarkers of multimor-
bidity across diverse pathophysiological domains.
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INTRODUCTION

Despite advancements in emergency care and prevention, 
many road traffic crash (RTC) survivors suffer from enduring 
impairments that are insufficiently considered and registered 
in hospital records or existing surveillance systems. Building 
upon evidence from prior initiatives [1-3], this study aims to 
(1) assess the multidimensional long-term outcomes of RTCs, 
(2) identify early predictors of functional and psychological 
recovery, and (3) inform data-driven strategies for post-injury 
rehabilitation and health system planning.

AIM

The ProtAct-Us from Long-Term Consequences of Road 
Crashes (ProtAct-Us), a project funded by the European Un-
ion, addresses a critical, yet often underexplored, multidimen-
sional aspect of road safety: the long-term consequences of 
road traffic crashes (RTCs) on individuals’ physical, cognitive, 
psychological, and socio-economic well-being.

METHODS

This multicentre, prospective, observational longitudinal 
study will be conducted across Germany, Greece, and Italy. 
The study population comprises adults (≥18 years) involved 
in RTCs, enrolled through hospitals, trauma centres, or on the 
accident scene from June to December 2025. Consecutive 
sampling will be performed until the minimum required sam-
ple size of 120 subjects is collected. Informed consent will be 
obtained in compliance with national regulations.  Data will 
be collected at two timepoints: baseline (within 30 days after 
the accident) and 12 months post-injury. Validated instruments 
will be used, covering health-related quality of life (EQ-5D), 

cognitive function (MoCA), psychological status (CES-D, 
IES-R), social support (MOS), and economic burden (Muarc). 
Variables related to injury characteristics, health history, and 
contextual factors (e.g. access to care, social and work rein-
tegration) will also be recorded. 

STATISTICAL ANALYSIS

Descriptive analyses will summarise the sample’s clinical, 
psychological, and socio-demographic features. Recovery 
trajectories and outcome prevalence at 12 months will be 
analyzed. Univariate analyses will explore associations be-
tween potential predictors and outcomes. Multivariate regres-
sion will identify independent predictors of poor recovery, 
such as persistent pain, psychological distress, or reduced 
participation in the daily activities. 

CONCLUSION

By integrating medical, psychological, cognitive, and so-
cio-economic data, the ProtAct-Us study will try to provide 
a comprehensive understanding of the long-term burden of 
RTCs. This multidimensional approach is expected to gener-
ate evidence-based recommendations to improve recovery 
pathways, tailor rehabilitation programs, and enhance policy 
responses. Findings will contribute to a more person-centred 
and sustainable management of the road traffic injury con-
sequences for all road traffic users. Findings from ProtAct-Us 
will contribute to evidence-based public health and poli-
cy-making by quantifying the long-term burden of RTCs and 
identifying modifiable risk factors, ultimately supporting more 
effective post-crash care strategies.
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INTRODUCTION

The World Health Organization (WHO) defines dual di-
agnosis (DD) as “the coexistence of psychoactive substance 
use and another psychiatric disorder in the same person” [1]. 
Clinicians, researchers, and policymakers are concerned with 
this issue due to the difficulties involved in managing dual di-
agnoses, including high relapse rates, reduced participation 
in treatment, and less favourable treatment results [2]. The lit-
erature indicates a higher risk of psychoactive substance use 
disorders in individuals who have grown up with psychiatric 
disorders [3]. Although psychiatric comorbidity in adults with 
substance abuse issues is well documented, it has been less 
thoroughly investigated in adolescents [4]. Nevertheless, it 
remains a highly relevant issue for national drug and mental 
health policies. Adolescents with dual diagnoses place a sig-
nificant social and economic burden on the public healthcare 
system, as the interaction between substance use and psychi-
atric disorders creates a vicious cycle that further worsens later 
difficulties, such as family conflicts, academic problems, and 
criminal behavior [2]. The aim of the study is to estimate the 
prevalence of National Health Service users (0-18 years old) 
who have been diagnosed with psychiatric disorders related 
to substance abuse in Lombardy between 2016 and 2022.

METHODS

DATA SOURCES AND STUDY POPULATION

The data used for this study were drawn from the admin-
istrative healthcare utilization databases of the Lombardy Re-
gion, which are routinely employed for reimbursement pur-
poses. 

The observation period spanned from January 1, 2016, 
to December 31, 2022. The study population included all in-
dividuals aged 0–18 years as of December 31 of each year, 
residing in the Lombardy Region.

CASE DEFINITION

An individual was classified as a case if, at least once dur-
ing a given year, they either accessed the Emergency Depart-
ment or were hospitalized. Case identification was based on 
the presence of specific ICD-9-CM codes (291–292, 303–
305), which indicate psychiatric conditions associated with 
psychoactive substance use.

 - Emergency Department visits were included if any of 
the above codes were recorded as a diagnosis.

 - Hospitalizations were considered when any of the 
specified codes appeared in one of the six diagnosis 
fields of the hospital discharge records.
This definition allowed for the identification of adolescents 
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8.  May PA, Chambers CD, Kalberg WO, et al. Prevalence of 
Fetal Alcohol Spectrum Disorders in 4 US Communities. 
JAMA. 2018;319(5):474–482. 

(aged 0–18 years) who had contact with healthcare services 
for issues related to the comorbidity of psychiatric disorders 
and psychoactive substance use.

STATISTICAL ANALYSIS

Annual and monthly prevalence rates (per 1,000 individ-
uals) were calculated by gender, by age group (0–2, 3–5, 
6–10, 11–13, and 14–18 years) and observation year, using 
the number of identified cases as the numerator and the total 
population aged 0–18 in Lombardy as the denominator. 

A negative binomial regression model was applied to 
estimate the monthly number of prevalent cases, stratified by 
gender and age group. The model included month as a cat-
egorical variable, year as a continuous variable, and period 
as a categorical variable (January 2016–December 2019, 
January 2020–December 2021, and January 2022–De-
cember 2022). The natural logarithm of the population count 
was included as an offset term.

RESULTS

In 2022, 87 cases involving hospital admissions or Emer-
gency Department visits for psychiatric disorders related to 
substance and alcohol abuse were recorded. From 2016 to 
2022, prevalence showed variable trends: an increase from 
2016 to 2018, a decline until 2020, followed by fluctuations 
in the last two years, without returning to 2016 levels. 

Stratification by sex revealed fluctuating prevalence be-
fore the pandemic, with females peaking in 2018 and males 
in 2017 and 2019. Both sexes reached their lowest levels in 
2020, with a more pronounced rebound in females during the 
final two years.

By age group, the highest prevalence was consistently 
observed among adolescents aged 14–18, peaking in 2018, 
dipping sharply in 2020, and partially recovering in 2021. 
Younger age groups (0–2 and 3–5 years) showed stable or 
gradually decreasing prevalence, while the 6–10 and 11–13 
groups maintained very low rates throughout the period.

CONCLUSIONS

The rise in prevalence from 2016 to 2018 may reflect in-
creased adolescent substance use, growing attention to youth 
mental health, and the impact of social media and cyber-
bullying [5]. The 2020 decline likely relates to COVID-19, 
with a rebound in 2021 and slight drop in 2022 due to case 
re-emergence and service adjustments [6,7]. By sex, females 
peaked in 2018, possibly due to binge drinking and psycho-
tropic use; males peaked in 2017 and 2019, linked to social 
media and cyberbullying. Post-COVID sex differences may 
stem from different coping strategies. Adolescents are the 
most affected age group, followed by infants (0–2), possi-
bly due to prenatal exposure [8]. Children aged 6–13 show 
low prevalence, likely due to limited exposure. Further inves-
tigations are currently underway to assess the relationship 
between case distribution and socio-economic factors across 
Lombardy’s provinces.
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BACKGROUND

The increasing impact of multimorbidity is escalating 
clinical and economic demands on healthcare systems, un-
derscoring the necessity for effective tools to assess clinical 
complexity and enhance management strategies [1-3]. The 
Multisource Comorbidity Score (MCS) is a population-based 
index based on regional healthcare Utilization databases - 
hospitalizations and drug prescriptions - of beneficiaries with 
age equal or greater than 50 years. The MCS was devel-
oped in the framework of the Monitoring and Assessing Care 
Pathways working group of the Italian Ministry of Health, and 
validated in four Italian regions, showing good performance 
in predicting mortality, hospitalizations, and healthcare costs 
[4].

OBJECTIVE

This study aimed to externally validate and adapt the 
MCS within the Catalan healthcare system, assessing its 
predictive capability outside the original Italian setting. This 
validation seeks to determine whether the MCS can serve 
as transferable tool in other healthcare systems with different 
data availability.

METHODS

An observational longitudinal study was performed on 
subjects aged 50 years or older, residing in the health district 
of Barcelona-Esquerra (ES) continuously during 2014-2015 
and followed between January 1st, 2016, and December 31st, 
2019.

Data were obtained from the Catalan Health Surveil-
lance System [5] which integrates demographic, clinical and 
healthcare utilization information from several healthcare da-
tabases. For this study, we used Catalan healthcare system 
beneficiary’s, primary care, hospitalization, and pharmacy 
dispensation databases.

First, the MCS with Italian weights (MCS-1) was applied 
in the Catalonia setting using the same data sources (hospi-
talization and pharmacy dispensation databases) as in the 
original Italian version. Second, new MCS weights (MCS-
2) were estimated in predicting one-year mortality (primary 
outcome) in the Catalonia setting using the methodology and 
data sources as described in [4]. Finally, a third MCS version 
(MCS-3) was developed estimating specific weights based 
on hospitalization, pharmacy dispensation and primary care 
databases to predict the primary outcome.

Secondary outcomes considered were four-year mortal-
ity, one- and four-year hospitalizations (≥1) and one- and 
four-year hyperfrequency primary care utilization (≥10 visits). 
To assess the performance of the three MCS versions, gen-
eralized linear models (GLMs) with a binomial distribution 
were used for each outcome. ROC curves and Area Under 
the Curve (AUC) with 95% Confidence Intervals (95% CI) 
were estimated to assess the discrimination ability of the three 
MCS versions. De Long’s method was used to compare the 
AUCs [6].

Net Reclassification Improvement (NRI) [7] was also cal-
culated to assess improvements in risk classification by com-
paring new MCS versions with the MCS-1. The predicted 
GLM values, for each outcomes, of the three MCS versions 
were estimated and a threshold of 0.5 was used to distinguish 
between high and low risk individuals. The NRI estimates the 
percentage of individuals who were correctly reclassified into 
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a higher risk category (according to the threshold) if they ex-
perienced the outcome, or into a lower risk category if they 
did not, minus those who were incorrectly reclassified when 
comparing the two models.

RESULTS

As of January 1st, 2016, a total of 440,790 individuals 
had resided in the health district of ES for at least two years. 
Among them, 198,753 (45%) were aged 50 or older and 
formed the study cohort.  They were mostly women (57%), 
with a median age of 66 years (IQR: 57–76).

Table 1 shows the MCS versions performances according 
to one- and four-year outcomes. All MCS versions demon-
strated good discriminatory performance in primary and sec-
ondary outcomes.

For one-year mortality, the MCS-1 achieved an AUC 
of 0.742 (95% CI: 0.734-0.750) similarly to MCS-2 
(AUC=0.756, 95% CI: 0.744-0.768), while MCS-3 ver-
sion showed a significant improved AUC respect to MCS-1 
(AUC=0.771, 95% CI: 0.760-0.783, p<0.001). Both new 
MCS versions performed better in predicting four-year mor-
tality compared to MCS-1 (p= 0.012; p<0.001, respectively).

On the contrary, the MCS-1 showed better performance 
in predicting all secondary outcomes except one-year hospi-
talizations with respect to MCS-3.

In addition, significant improvements in risk reclassifica-
tion for both one-year and four-year mortality were observed 
with the MCS-2 and MCS-3 compared to the MCS-1. For 
one-year mortality, the NRI increased by 0.63% (95% CI: 
0.14–1.17) in MCS-2 and by 2.17% (95% CI: 1.39–2.97) in 
MCS-3. Similarly, for four-year mortality, the NRI increased 
by 1.8% (95% CI: 1.33–2.25) and 2.9% (95% CI: 2.35–
3.45), respectively. 

An increment in risk reclassification was found in four-year 
hospitalizations and hyper-frequency when comparing MCS-
3 to MCS-1; the reclassification worsened in all secondary 
outcomes comparing MCS-2 to MCS-1.

Conclusions
The study supports the external validity of the Multisource 

Comorbidity Score in other healthcare systems with different 
data availability, such as Catalonia. The local adaptation 
slightly improved the ability of the score in predicting mortal-
ity, however this advantage was not maintained in the sec-
ondary outcomes, highlighting the importance of contextual 
adaptation of such tools.

These findings provide a basis for expanding the use of the 
score and refining it in different health systems and population 
segments.
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Table 1. Comparison of discriminant power of MCS scores version in predicting in mortality, hospitalization and primary care hyperfre-
quency: AUC, NRI and 95% Confidence Intervals.

All-cause Mortality All-cause hospitalization Primary care
hyperfrequency#

1 Years 4 Years 1 Year 4 Years 1 Year 4 Years

AUC (95%CI)

MCS-1 0.742
(0.734;0.750)

0.732
(0.728;0.736)

0.705
(0.701;0.708)

0.681
(0.678;0.683)

0.749
(0.747;0.751)

0.767
(0.754;0.769)

MCS-2 0.756
(0.744;0.768)

0.742
(0.735;0.748)

0.689
(0.684;0.695)

0.661
(0.658;0.665)

0.717
(0.713;0.721)

0.734
(0.731;0.738)

MCS-3 0.771
(0.760;0.783) 

0.757
(0.750;0.763)

0.700
(0.695 ; 0.706)

0.670
(0.667;0.674)

0.729
(0.725;0.733)

0.747
(0.743;0.751)

NRI (95%CI)

MCS-2 vs MCS-1 0.63 
(0.14;1.17)

1.8 
(1.33;2.25)

-0.43 
(-0.72;-0.15)

-0.47
 (-0.89;-0.05)

-1.45
 (-1.9;-0.99)

-1.47 
(-1.97;-1.00)

MCS-3 vs MCS-1 2.17 
(1.39;2.97)

2.9 
(2.35;3.45)

0.19 
(-0.2;0.55)

1.08 
(0.65;1.58)

-1.37 
(-1.91;-0.85)

1.18 
(0.64;1.69)

AUC: Area Under the Curve; CI: Confidence Intervals; NRI: Net Reclassification Improvement;
# ≥10 visits per year;  Result to DeLong methods to compare AUC to MCS (p<0.05)
MCS-1: original Italian version; MCS-2: Catalonia version; MCS-3: Catalonia version with enhanced data-sources. 
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INTRODUCTION

Prison population is particularly vulnerable to communi-
cable diseases, including vaccine-preventable infections [1], 
due to various factors such as low social distancing, high turn-
over rates, and a high proportion of migrants [2]. However, 
vaccination coverage among people living in prison (PLP) re-
mains low, largely due to limited access to healthcare servic-
es, low levels of vaccine literacy and general health literacy 
[3]. Additional challenges include persistent vaccine hesitan-
cy and widespread distrust in institutions. 

OBJECTIVES

As part of the RISE-Vac project—co-funded by the 3rd 
EU Health Program—we developed and implemented an ev-
idence-based educational program aimed at boosting vac-
cination rates in both PLP and prison staff (PS) and evaluated 
the effect of the intervention on vaccine hesitancy, vaccine 
literacy and vaccine attitude. 

METHODS

We conducted a cross-sectional non-randomised study 
in 24 prisons of 6 European countries. The sample included 
782 PLP and 717 PS members. In participant prisons, an edu-
cational program about vaccination for preventable infection 
diseases was implemented; for PLP, the program consisted in 
the distribution of educational material (leaflet and a short 
video) and/or an educational event; for PS, it consisted in 
a 4-hours online course. Within the study sample, 387 from 
PLP (49%) and 285 from PS (40%) undertook the intervention.

Vaccine hesitancy was measured through a scale previ-
ously validated in a sub-cohort of participants – in the follow-

ing referred to as pre-test [4]. A structured questionnaire was 
administered to measure vaccine literacy, general health lit-
eracy and socio-demographic characteristics of participants. 
Vaccine attitude was determined as the willingness to accept 
a vaccine if offered. Linear regression model was applied to 
assess the effect of the intervention and pre-test on vaccine 
and general health literacy and vaccine hesitancy. Logistic 
regression was applied to assess the association between 
the intervention and pre-test on vaccine attitude. All analyses 
were stratified by group (PLP and PS) and adjusted for so-
cio-demographic variables. Mediation analysis was conduct-
ed to quantify the proportion of the effect of the intervention 
on vaccine attitude mediated by vaccine hesitancy, adjusting 
for pre-test and socio-demographic variables. 

RESULTS

In both PLP and PS, the intervention was associated with 
higher levels of vaccine literacy and stronger associations 
were observed among those who undertook the pre-test (PLP: 
interaction between pre-test and intervention, p=0.03; inter-
vention, p=0.005 and p<0.001 in the non-pre-test and pre-
test group respectively; PS: interaction, p<0.001; intervention, 
p=0.02 and p<0.001 in the non-pre-test and pre-test group 
respectively).

In PLP, the intervention was inversely associated with vac-
cine hesitancy only in those who did not take part of the pre-
test but not in the others (interaction, p=0.02; intervention, 
p<0.001 and p=0.22 in the non-pre-test and pre-test group 
respectively). In PS, no significant interaction was observed 
between the intervention and pre-test (p=0.11); the interven-
tion was significantly associated with lower vaccine hesitancy 
(p=0.002). 

In both PLP and PS, the intervention was significantly as-
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sociated with a positive vaccine attitude toward vaccination 
with no significant interaction with pre-test: in PLP, OR=5.21 
(95% CI: 2.74 to 9.91); in PS OR=2.52 (95% CI: 1.54 to 4.13).

Finally, mediation analysis showed that less than 30% of 
the effect of the intervention on vaccination attitude was medi-
ated by a reduction in vaccine hesitancy (24% with p<0.001 
and 28% with p=0.002 in PLP and PS respectively).

CONCLUSION

Evidence-based educational interventions are effective in 
improving vaccine hesitancy and vaccine literacy among PLP 
and PS. Also, they enhance the willingness of participants to 
be vaccinated, through a mechanism that is only partially ex-
plained by their effect on vaccine hesitancy. Further research 
should be conducted to quantify the real impact of this kind of 
intervention on vaccine uptake in prison population.
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BACKGROUND

There is no consensus on the definition of the prevalence 
of drug use, including polypharmacy, regarding the length 
of the time window and the number of required concomitant 
medications. 

OBJECTIVES

We aim to explore how the estimated prevalence of drug 
use in general, and of polypharmacy in particular, is affected 
by the applied definition. 

METHODS

We conducted a drug-utilization study divided into two 
parts: in the first part, we focused on estimation of current use, 
corresponding to ‘baseline drug use’ in a cohort study. Us-
ing population-based registries from Denmark, we identified 
a cohort of individuals aged ≥18 years during 2020-2022, 
assigned them a random index date and considered ‘current 
use’ of the following drugs: statins, glucose-lowering drugs 
(GLDs), selective serotonin reuptake inhibitors (SSRIs), opi-
oids, and non-steroidal anti-inflammatory drugs (NSAIDs). 
The second part of the study focused on polypharmacy, de-
fined according to five different definitions, with estimations 
of its prevalence using population-based registries from 
Denmark. We identified a cohort of individuals older than 
65 years in 2022, and we considered all drugs available in 
the registries except for anti-infectives for systemic use. We 
also evaluated the accuracy of different criteria for predicting 
polypharmacy using simulations.

RESULTS

Evaluating baseline drug use, we observed that the pro-
portion of individuals classified as exposed increased with 
use of time-windows up to the first 90 days before the index 
date, reaching a plateau using windows around 120-150 
days for statins, GLDs, and SSRIs, and around 180-300 days 
for opioids, whereas it was not reached for NSAIDs within 
360 days. The prevalence of polypharmacy ranged from 
21.1% (10 different 4th level Anatomical Therapeutic Chem-
ical (ATC) groups in one year) to 92.3% (two different 4th 
level ATC groups in one year) depending on the applied defi-
nition, varying with the number of different ATC groups and 
time periods. In the simulation, the best criterion for identifying 
polypharmacy required at least two dispensations for each of 
at least five drugs, with sensitivity ranging between 0.93 and 
1.00, and specificity between 0.72 and 1.00.

CONCLUSIONS

Time windows up to 90 days are too short to identify 
baseline drug use in the Danish setting. How polypharmacy is 
defined significantly influences its estimate, suggesting a need 
to use multiple definitions in each study.
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INTRODUCTION

Data harmonization is the process of achieving comparabili-
ty of similar measures collected by separate cohorts by aligning 
their definitions and measurement formats [1]. In epidemiologic 
research, and in particular in predictive modelling for chronic non-
communicable diseases, it may facilitate the identification of der-
ivation and external validation cohorts [2]. This process may be 
particularly challenging when psychosocial variables are amongst 
the predictors of interest, as different self-report questionnaires 
measuring the same psychosocial variable might capture different 
aspects, and even small differences in item wording affect respons-
es [3]. Therefore, measurement invariance; i.e.; whether respond-
ents from different populations (e.g.; at different time periods, or 
different cultures) with the same latent trait (e.g. depression) level 
respond similarly, should be preliminarily established to avoid bias 
in subsequent analyses [4]. Currently, there is little guidance on 
how to assess this property for data harmonization purposes. A 
promising framework is Item Response Theory (IRT), a probabilistic 
approach for modelling the relationship between a latent trait and 
observed item responses [5]. 

We designed an international project pooling Italian and Ger-
man cohorts with recruitment time spanning over a 10-year period, 
with the aim to identify a restricted set of psychosocial items able to 
increase the predictive power of established risk prediction models 
for Cardiovascular Diseases (CVD). Here, we leverage IRT to as-
sess Differential Item Functioning (DIF) in harmonised items, thereby 
testing whether item characteristics are invariant across the Italian 
cohorts.

AIMS

To harmonise two questionnaires used in different cohorts 
to assess depressive symptoms and to evaluate the measure-
ment invariance of the harmonised items across cohorts.

METHODS

The MONICA Brianza study includes three independent 
cohorts recruited from the Brianza population, Lombardy re-
gion, over a 10-year period (MONICA87: 1986–1987; 
MONICA90: 1989–1990; MONICA93: 1993–1994). Each 
cohort includes a 10-year age- and gender-stratified random 
sample of the target 25- to 64-years old population. Overall, 
4932 individuals participated to the study (69% of invited). 
Depressive symptoms were measured in the MONICA87 co-
hort using the Beck Depression Inventory (BDI) [6], a 22-item 
instrument with a 0 (absence of symptom) to 4 (severe symp-
tom) response format, and in the MONICA90-93 cohorts us-
ing a 14-item version of the Maastricht Vital Exhaustion Ques-
tionnaire (EX) [7], coded on a scale of 0 (“No”) – 1 (“Not 
sure”) – 2 (“Yes”). 

PROTOCOL STEPS FOR DATA HARMONIZATION 
AND ANALYSIS

We developed an a priori protocol for data harmoniza-
tion based on the following steps. First, the content of the BDI 
and EX items were analysed to select item pairs measuring the 
same depressive symptoms. Second, for each item pair, the 
response format was dichotomised ensuring that the collapsed 
response categories have the most similar possible frequen-
cies of endorsement across cohorts. Third, the resulting scale 
was analysed through a unidimensional Confirmatory Factor 
Analysis and, in case of departures from unidimensionality, a 
minimum residual exploratory factor analysis (EFA) to identify 
subscales. Fourth, a 2-parameter logistic IRT model was fitted 
on the resulting subscales to estimate for each item a discrim-
ination parameter (ability to differentiate between individuals 
with close levels of the latent trait), and a difficulty parameter 
(level of the latent trait at which the item has a 50% probability 
of endorsement). Item fit was evaluated through S-X2 statistics 
[8]. Finally, DIF analyses were conducted to evaluate whether 
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CONCLUSIONS

The harmonization of two depression questionnaires iden-
tified 6 items with measurement invariance and revealed 
DIF in items that could have biased subsequent analyses if 
undetected. In epidemiological research, measurement in-
variance of psychosocial questionnaires should be thorough-
ly checked using comprehensive methods. Analysis of DIF 
within an IRT framework offers a promising approach, and 
can be further evaluated for cross-cultural evaluations.
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item parameters were invariant across cohorts through Like-
lihood ratio tests comparing nested models with increasing 
equality constraints on discrimination and difficulty param-
eters.

RESULTS

525 individuals in the MONICA87 and 48 individuals in 
the MONICA90-93 cohorts were excluded due to unavail-
ability of the questionnaires at baseline date. The final sam-
ple (51% female, mean age ±SD: 45.9±11.3) included 1134 
subjects from MONICA87 and 3225 from MONICA90-93.

The item content analysis led to the selection of 10 item 
pairs, which were used to form a harmonised scale of de-
pressive symptoms (Dep). One item pair was discarded due 
to overlap with another item pair, both assessing sleep dis-
turbance (tetrachoric correlation: 0.78). Standard fit indices 
from the CFA suggested departures from unidimensional-
ity. EFA identified two latent variables, one underpinning 
a “Neurovegetative and arousal disturbance” subscale (4 
items; e.g., sleep problems; loss of energy), and one an “Af-
fective and cognitive disturbance” subscale (5 items; e.g., 
suicidal thoughts). Both subscales met the assumptions for 
the IRT model and all items showed adequate model fit. DIF 
analysis (Figure 1) confirmed measurement invariance for 
six items (e.g.; Dep03, panel A). Items Dep02 (panel B) and 
Dep05 (panel C) exhibited different discrimination and dif-
ficulty parameters across cohorts, suggesting non-uniform 
DIF. Finally, the different difficulty parameters for Dep10 
(panel D), indicating uniform DIF, suggests that people from 
different cohorts with the same latent trait have different 
probability to endorse the item. 

Figure 1. Item Characteristic Curves (ICC) representing the prob-
ability to endorse items across the relevant latent trait (mean=0, 
SD=1) across cohorts. Panel A: Example of the ICC of an item 

without DIF. Panel B, C, D: ICC of items showing DIF
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INTRODUCTION

Estimates of Disability-Adjusted Life Years (DALYs) are a 
key tool for quantifying the global burden of diseases and risk 
factors, and are essential for health policy planning [1]. As-
bestos is a certain carcinogen, known to cause mesothelioma 
(M), as well as cancers of the lung, ovary, and larynx, in ad-
dition to asbestosis and pleural thickening. In 2019, globally, 
4,189,000 DALYs were attributed to diseases resulting from 
occupational exposure to asbestos. In Italy, 16,993 deaths 
due to M were recorded between 2010 and 2020, while 
the National Mesothelioma Registry (ReNaM) reported over 
35,000 incident cases between 1993 and 2021.

OBJECTIVES

To estimate the DALYs attributable to asbestosis and mes-
othelioma—diseases with a high etiologic fraction linked to 
asbestos exposure (80% and 100%, respectively)—in Italy 
over the decade 2010– 2020.

METHODS

The analysis considered deaths from M and asbestosis, 
hospital admissions for asbestosis, and incident cases of M. 
DALYs were calculated as the sum of Potential Years of Life 
Lost due to premature death (PYLLs) and Years Lived with Dis-
ability (YLDs). Data on deaths from M (ICD-10: C45) and 
asbestosis (ICD-10: J61), as well as hospitalizations for as-
bestosis (ICD-9-CM 501), were obtained from databases 
curated by the Istituto Superiore di Sanità (ISS), using sources 
from ISTAT and the Ministry of Health. Incident M cases were 
estimated from ReNaM data. All information was stratified by 
sex, age group, and calendar year. PYLLs were calculated 

both in absolute terms and as age-standardized rates (per 
100,000 population) at national and regional levels, using 
ISTAT life expectancy data disaggregated by sex, age, and 
year. YLDs were estimated at the national level, based on 
hospitalizations for asbestosis and incident M cases, using a 
disability weight of 0.217 and a duration of 20–30 years for 
asbestosis, and a weight of 0.540 with a one-year duration 
for M [2, 3].

RESULTS

Between 2010 and 2020, an estimated 204,232 DALYs 
were attributable to asbestos-related diseases among men 
and 72,625 among women in Italy, assuming a 30-year du-
ration for asbestosis. PYLLs accounted for 161,300 in males 
(96.7% due to M) and 67,311 in females (99.1% due to M). 
Northern regions—particularly Liguria, Piedmont, and Friu-
li-Venezia Giulia—showed the highest PYLL rates from M in 
both sexes. YLDs amounted to 7,075 for M and 35,857 for 
asbestosis in men, and 2,710 for M and 2,604 for asbestosis 
in women.

CONCLUSIONS

This is the first estimate of the total burden of mesothelio-
ma and asbestosis in Italy expressed in terms of DALYs. These 
data, which include years lived with reduced functioning, 
provide significant support for healthcare planning and the 
implementation of appropriate welfare measures.
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INTRODUCTION

National and international guidelines on diabetes rec-
ommend continuous monitoring of this condition to prevent 
short- and long-term complications [1–3]. Adherence to the 
Diagnostic Therapeutic Care Pathway (DTCP) is evaluated by 
the Italian Ministry of Health using annual indicators based 
on five key recommendations [4], to ensure uniformity of care 
across all regions. However, equitable access to these servic-
es remains a public health challenge, particularly for migrant 
populations, who may face cultural, linguistic, or systemic 
barriers.

OBJECTIVE

Within the MIGrants’ HealTh and healthcare access in It-
alY (MIGHTY) project, this population-based study aimed to 
compare adherence to DTCP in subjects with new diagnosis 
of diabetes between migrant and Italian populations, and to 
evaluate the association between citizenship and diabetes 
complications in the Marche Region, between 2013–2023.

METHODS

A population-based cohort study was conducted using 
Healthcare Utilization Databases from the Marche Region, 
including Regional Beneficiary, Hospital Discharge, Drug Pre-
scription, Outpatient Care, and Exemption databases. 

The cohort of new cases of diabetes included adults (≥18 
years) with a first diabetes-related event between 2013 and 
2017, defined as: ≥2 prescriptions of glucose-lowering drugs 
(ATC: A10) within one year, ≥1 hospitalization with diabetes 
as primary/secondary diagnosis (ICD-9-CM: 250.), or ≥1 
diabetes exemption (code: 013); the date of the first event was 
defined as the index date. Exclusion criteria were being resi-
dent in Marche Region for less than two years prior to index 
date, any diabetes-related events in the two preceding years, 
and childbirth-related hospitalizations (Major Diagnostic 
Category 14) during the year of inclusion in the cohort or the 
two prior years.

Subjects were classified as Italian or migrants from High 
Migratory Pressure Countries (HMPC) based on citizenship 
[5]. 

The five recommendations monitored by the Ministry of 
Health [4] were assessed: ≥2 HbA1c tests (PDTA-05.1), ≥1 
lipid profile (PDTA-05.2), ≥1 microalbuminuria test (PDTA-
05.3), ≥1 renal function test (PDTA-05.4), and ≥1 eye exam 
(PDTA-05.5) each per year. The adherence to each recom-
mendation and the overall adherence, i.e. meeting at least 4 
out of 5 recommendations (PDTA-05), was annually evaluat-
ed over six years from the index date for each subject.

Mixed-effects logistic models for repeated measures were 
used to evaluate adherence to recommendations considering 
as independent variables citizenship (Italian vs. HMPC), year 
of evaluation, sex, age groups (65-74 vs. 18-44, 45-54, 55-
64, 75+ years), and Multisource Comorbidity Score (MCS) 
[6] classes (≤4 vs. 5-9, 10-14, 15-19, ≥20).

Diabetes-related complications were defined as a hospi-
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talization with a primary diagnosis of short- or long-term di-
abetes complications, or uncontrolled diabetes, or non-trau-
matic lower limb amputation [7]. Subjects with at least one 
year of follow-up, were followed up from index date to a dia-
betes-related complication, all-cause death, emigration out of 
the region, or December 31, 2023, whichever came first. Cox 
proportional hazards model was used to estimate the associ-
ation between citizenship and risk of complications, adjusting 
for age groups, sex, MCS classes, and including annual ad-
herence to each DTCP’s recommendation as time-dependent 
covariates. Results are reported with 95% Confidence Inter-
val (95% CI). All data were processed in compliance with the 
European (GDPR, EU 2016/679) and national privacy laws 
(D.lgs. 196/2003 and subsequent amendments).

RESULTS

The study cohort comprised 28,674 adults with newly di-
agnosed diabetes, of whom 1,529 (5.3%) were migrants from 
HMPC. At index date, migrants from HMPC were younger 
(mean age 50 vs. 66 years), more frequently female (59% vs. 
48%), and had lower comorbidity scores (MCS median: 2 vs. 
6) compared to Italians.

Migrants from HMPC compared to Italians showed lower 
observed adherence to all DTCP recommendations: HbA1c 
(26.1%, 95%CI 25.1-27.1 vs. 36.0%, 95%CI 35.7-36.2), 
lipids (43.4%, 95%CI 42.2-44.5 vs. 61.3%, 95%CI 61.1-
61.6), microalbuminuria (27.0%, 95%CI 25.9-28.0 vs. 31.3%, 
95%CI 31.0-31.5), renal function (46.8%, 95%CI 45.7-47.9 
vs. 66.2%, 95%CI 66.0-66.5), eye exam (6.7%, 95%CI 
6.1-7.3 vs. 8.4%, 95%CI 8.3-8.6), and overall adherence 
(15.6%, 95%CI 14.7-16.4 vs. 20.3%, 95%CI 20.1-20.6). 
Mixed-effect models confirmed lower adherence among mi-
grants, except for eye exams (Figure 1).

Of 24,992 with ≥1 year follow-up, 3,229 experienced 
complications (3,161 Italians, 68 migrants). Six-year compli-
cation-free survival was 85.7% (Italians) vs. 94.1% (migrants). 
In the adjusted Cox regression model, citizenship was not 
significantly associated with the risk of developing diabetes 
complications (HR=0.98; 95% CI: 0.77–1.26; p=0.896).

CONCLUSIONS

This study highlights differences in adherence to recom-
mended diabetes care pathways between Italians and migrant 
populations. However, these differences did not translate into 
a higher risk of developing diabetes-related complications. 
Longer period of observation might be required to evaluate 
the impact of citizenship on adverse diabetes- related out-
comes. Sustained monitoring and culturally tailored interven-
tions remain essential to ensure equitable access and prevent 
future health inequalities.
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Figure 1. Probability of adherence to the DTCP’s recommendations according to citizenship (red dots), adjusted for year of evaluation, sex, 
age group, and Multisource Comorbidity Score. Results from the mixed-effects logistic models for repeated measures
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INTRODUCTION

The patient diagnosed with multiple myeloma or mono-
clonal gammopathy of undetermined significance (MGUS) is 
considered a fragile patient, at risk of severe post-infectious 
outcomes [1] for which adequate vaccination prevention 
against pneumococcus and meningococcus, Herpes Zoster 
virus , influenza virus, SARS-CoV2 is recommended [2].

Despite existing recommendations, there is limited ev-
idence regarding actual vaccination coverage of these pa-
tients [3].

OBJECTIVES

This study aims to evaluate the vaccination status in a co-
hort of haemato-oncology patients and to propose strategies 
to improve their vaccination coverage.

METHODS

We conducted a retrospective cohort study on 737 pa-
tients with multiple myeloma or MGUS diagnosed in the 
province of Catania in the period 2000-2023, coded by the 
Integrated Cancer Registry. Vaccination status was retrieved 
by cross-referencing cases with data in the Provincial Vacci-
nation Registry. Medical records and vaccination data col-
lected during outpatient visits, hospital admissions for possible 
hospitalization for infectious disease were examined and the 

presence of infectious disease diagnoses among the causes 
of death was verified. The data will be presented in aggre-
gate form. The variables considered were: tumor diagnosis, 
last follow-up date, date of death, date and components of 
vaccinations performed.

Relative risk with 95% confidence intervals on deaths with 
respect to the vaccination stratum analyzed by type of dis-
ease was calculated. Analyses were performed with Stata 
17. For all statistical tests, the significance level was set at a 
p value <0.05.

RESULTS

Preliminary results indicate poor adherence to recom-
mended vaccinations. Frequency distribution of variables of 
vaccination status, post-diagnosis vaccination, cycle com-
pleteness and timing of vaccinations were calculated.

The observed coverage is 30.9% for influenza, 6% for 
Varicella Zoster, 39% for SARS-CoV2, 1.5% for meningococ-
cus and 10% for pneumococcus of vaccinable subjects.

The observed all-cause mortality rate among never-vac-
cinated subjects is 45.4%; among subjects with at least one 
dose of vaccine, it is 18.4%. Delays in meeting recommended 
intervals and incomplete cycles have been observed.

Relative risk (RR) analysis shows that vaccination is signif-
icantly associated with a reduction in mortality in the overall 
cohort (including patients with MGUS and multiple myelo-
ma). In particular, subjects who have received at least one 
of the recommended vaccinations have a reduction in the risk 
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of death of approximately 60% compared to unvaccinated 
subjects.

In detail:
•	 In patients with MGUS, vaccination is associated 

with an approximately 74% reduction in the risk of death.
•	 In patients with multiple myeloma, the risk reduction 

is around 42.7%.
Focusing the analysis on individual vaccines:
•	 Vaccination against COVID-19 is associated with 

an approximately 63% reduction in the risk of death.
•	 The one against the flu shows a reduction of 59.2%.
For pneumococcal, meningococcal, and Herpes Zoster 

vaccines, no statistically significant association with mortality 
was observed, either in the overall cohort or in subgroups. 
However, potentially relevant trends emerge:

•	 In patients with MGUS, meningococcal vaccine 
showed a RR of 1.65 (95% CI: 0.91–3.02; p = 0.10), while 
herpes zoster vaccine showed a RR of 0.65 (95% CI: 0.35–
1.21; p = 0.18). The wide confidence intervals suggest a pos-
sible lack of statistical power to detect significant effects.

CONCLUSIONS

Protection provided by vaccination is present in both sub-
groups, but is more marked in MGUS patients (RR ≈ 0.26) 
than in those with myeloma (RR ≈ 0.57). The study provides an 
overview of the vaccination status in haemato-oncology pa-
tients, highlighting the need for personalized strategies: vac-
cination recommendations in the discharge letter, promotion 
of training of hospital staff and the attending physician. The 
organization of vaccination sessions in the hospital outpatient 
setting has been activated in conjunction with periodic or fol-
low-up checks.
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INTRODUCTION

The environmental impacts of food consumption, specifical-
ly carbon footprint (CF) and water footprint (WF), are gaining 
increasing importance in the context of global sustainability and 
public health. As global food demand is expected to increase 
by 35% to 56% between 2010 and 2050 [1] substantial shifts 
in dietary habits are required to sustain a growing global pop-
ulation while aligning with the One Health approach [2], and 
the 2030 agenda for the accomplishment of Sustainable De-
velopment Goals (SDGs) established by the Food and Agri-
culture Organization (FAO) [3]. However, dietary choices are 
influenced by a complex interplay of factors, including socio-
economic status, cultural traditions, and individual preferenc-
es [4]. This study evaluates the contribution of different food 
groups to environmental footprints and examines how health 
determinants such as gender, age, BMI, geographic location, 
and adherence to the Mediterranean diet (MD) influence these 
impacts. The goal is to better understand how dietary habits 
affect environmental sustainability and to provide data-driven 
recommendations for policy development.

OBJECTIVES 

To estimate the average daily CF and WF of the study 
sample, leveraging estimates from the SU-EATABLE LIFE (SEL) 
Database [5]. Furthermore, the study will identify the food 
groups with the highest and lowest environmental impact and 
explore how dietary impact varies based on gender, age, 
Body Mass Index (BMI), education level, geographic region, 
and adherence to the MD measured through the Mediterra-
nean Adequacy Index (MAI).

METHODS

This cross-sectional study utilised data from 2,831 par-
ticipants in the third INRAN-SCAI Survey, conducted across 
various regions of Italy in 2005-2006. We calculated the en-
vironmental footprints by multiplying the daily consumption of 
each food item (n = 878), classified using the European Food 
Safety Authority (EFSA) FoodEx2 system, by the footprint 
coefficients from the SEL database. For items without direct 
matches (e.g., canned beer), we assigned median values from 
related food commodity subcategories as proxy conversion 
factors. We excluded approximately 35% of items lacking re-
liable conversion data, leaving 617 food items with assigned 
footprint values. In addition to dietary data, we considered 
sociodemographic and anthropometric variables including 
age, sex, BMI, education level, and geographical area of 
residence. We evaluated adherence to the MD using the MAI 
score [6,7]. We excluded foods incompatible with the MAI 
framework (e.g., alcoholic beverages other than wine, mixed 
processed dishes, coffee), representing less than 7% of total 
energy intake in the population. We performed the compari-
sons of CF and WF across sociodemographic variables using 
two-sided t-tests and one-way analysis of variance (ANO-
VA) to examine differences by sex, BMI, geographical area 
of residence, and education level. We used multiple linear re-
gression models to investigate associations between environ-
mental impact indicators and individual characteristics, with 
CF and WF as the dependent variables in separate models. 
Independent variables included age, sex, BMI, educational 
level, geographical area, total energy intake, MAI score, and 
energy density of food consumed (kcal/kg).
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RESULTS 

The average CF was 3.53 kg CO₂eq/day, and the aver-
age WF was 3,330.96 L/day. The mean daily CO₂ emissions 
per kcal consumed were 1.88 g CO₂eq (SD = 0.05), while 
the average WF per kcal was 177.12 L (SD = 34.87). Red 
meats (1.08 kg CO₂eq; 657.24 L) and dairy products (0.28 
kg CO₂eq; 708.62 L), were the largest contributors to CF and 
WF. Overall, meat accounted for 68.7% of the total CF and 
27.5% of the total WF, and dairy products, contributing 20.0% 
to CF and 21.3% to WF. Moreover, subjects with the high-
est adherence to MD (above the population mean) showed 
reduced CF (9.84 vs. 11.01 kg CO₂eq) and WF (9,356.0 
vs. 10,348.3 L) compared to lower adherence. Males had 
higher environmental impacts (3.92 kg CO₂eq; 3,691 L) than 
females (3.21 kg CO₂eq; 3,037 L) (p<0.001), as well as 
younger individuals (3.76 kg CO₂eq; 3,491 L) versus older 
adults (3.12 kg CO₂eq; 2,948 L) (p<0.001). In multiple linear 
analysis, beyond sex, age, education and geographic area 
of residence, subjects with higher adherence to the MD were 
linked to a lower environmental impact both in term of CF (β = 
-0.239) and WF (β = -206.4), independently on kcal intake. 

CONCLUSIONS

Animal-based foods, particularly red meat and dairy 
products are the primary drivers of the environmental impact 
of diets in Italy. Health determinants, including gender, age, 
and adherence to the MD, significantly influence individuals’ 
environmental footprints. Specifically, males and younger 
individuals exhibit higher environmental impacts, whereas 
stronger adherence to the MD is associated with lower envi-
ronmental burdens. Transitioning towards more plant-based, 
sustainable dietary patterns is crucial not only for reducing the 
environmental burden of diets but also for addressing pressing 
global challenges such as climate change and water scarcity. 
These findings further highlight the complexity of environmen-
tal impacts linked to dietary behaviours and emphasises the 
importance of considering multiple factors, including further 
socio-demographic and lifestyle variable. Dietary shifts, when 
combined with targeted policy intervention aimed at specific 
populations and strategic modifications in food systems, have 
the potential to promote more sustainable diets and address 
the urgent environmental challenges facing our planet. 
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Figure 1. Contribution of food groups according to a modified 
FoodEx2 classification
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INTRODUCTION

Precision oncology has transformed cancer treatment by 
enabling personalized strategies based on tumor molecular 
profiling. Molecular Tumor Boards (MTBs), which are multi-
disciplinary teams of specialists, interpret genomic alterations 
and provide evidence-based treatment recommendations. 
These teams play a pivotal role in translating complex molec-
ular data into clinical practice. Despite their growing adop-
tion, the medical community continues to debate the clinical 
effectiveness of MTBs, as outcomes vary considerably across 
study designs, tumor types, and healthcare settings

OBJECTIVES

This systematic review aimed to evaluate the clinical impact 
of therapies recommended by MTBs in oncology practice.

METHODS

We conducted this systematic review and meta-analysis 
in accordance with PRISMA 2020 guidelines. We searched 
PubMed, Embase, Scopus, and CENTRAL comprehensively 
up to March 2025. We included studies that reported clinical 
outcomes for cancer patients evaluated by an MTB, including 
overall survival (OS), progression-free survival (PFS), the pro-
portion of patients achieving a progression-free survival ratio 
(PFSr) ≥ 1.3, objective response rate (ORR), and disease con-
trol rate (DCR). We included all study designs: randomized 
controlled trials (RCTs), non-randomized clinical trials, pro-
spective and retrospective observational studies.

We assessed the risk of bias using the RoB 2.0 tool for 
RCTs and the ROBINS-I tool for non-randomized studies. We 

stratified all analysis by study design. We calculated pooled 
estimates and 95% confidence intervals (CIs) using a ran-
dom-effects model with inverse-variance weighting method. 
We estimated between-study variance with the REML method 
and quantified heterogeneity using the I² statistic. To test the 
robustness of our findings, we performed sensitivity analysis 
that included leave-one-out analysis and excluded studies 
with serious or critical risk of bias. We assessed publication 
bias through funnel plots, Egger’s test, and excess significance 
tests. We conducted meta-regression to explore sources of 
heterogeneity, reporting R² values to indicate the proportion 
of variance explained.

RESULTS

After screening 6,846 records, we included 78 studies 
in our analysis. We classified them as RCTs (n = 7, 9.0%), 
non-randomized clinical trials (n = 16, 20.5%), prospective 
observational studies (n = 20, 25.6%), and retrospective ob-
servational studies (n = 35, 44.9%).

For OS, we observed a reduction in the risk of death 
ranging from 12% to 43%, depending on study design. Spe-
cifically, the meta-analysis of four RCTs showed a pooled 
hazard ratio (HR) of 0.88 (95% CI: 0.75–1.04; I² = 0.0%). 
For PFS, we found a 27% to 37% reduction in the risk of dis-
ease progression, with a significant pooled HR of 0.73 (95% 
CI: 0.64–0.84; I² = 0.0%) in the meta-analysis of four RCTs. 
Regarding the proportion of patients achieving a PFSr ≥ 1.3, 
pooled estimates ranged from 33.1% to 43%, depending on 
study design. The only RCT included reported a PFSr ≥ 1.3 in 
36.8% of patients (95% CI: 24.6–48.6). 

In the meta-analysis of relative risk (RR) for ORR, patients 
treated according to MTB recommendations showed a signif-
icantly higher likelihood of achieving an objective response, 

General Epidemiology ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20 Suppl. 1

© 2025 Lentini N. et al..DOI: 10.54103/2282-0930/29228

CORRESPONDING AUTHOR: Lentini Nicolò. nicolo.lentini@unicatt.it

(1)  Section of Hygiene, Department of Life Sciences and Public Health, Università Cattolica del Sacro Cuore, Rome, Italy
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with RRs ranging from 1.72 to 3.32 across study designs. The 
meta-analysis of five RCTs produced a significant pooled RR 
of 1.72 (95% CI: 1.23–2.42; I² = 0.0%). For DCR, pooled 
RR estimates ranged from 1.20 to 1.65 depending on study 
design. The meta-analysis of three RCTs showed a significant 
pooled RR of 1.20 (95% CI: 1.03–1.40; I² = 19.9%).

Meta-regression analysis that considered study design 
and cancer type focus of the MTB (single cancer vs. multiple 
cancers) explained a substantial portion of the between-study 
variance, particularly for OS (R² = 58.2%) and ORR (R² = 
60.8%). Funnel plots, Egger’s test, and tests for excess sig-
nificance did not indicate any publication bias or selective 
reporting. Excluding studies with serious or critical risk of bias 
did not substantially change the direction or magnitude of the 
pooled estimates, except for OS in non-randomized clinical 
trial and retrospective observational studies.

Among RCTs, the overall risk of bias was low, with only 
one rated as having some concerns. In contrast, the risk of 
bias was predominantly serious for non-randomized clinical 
trials (n = 9, 56.3%), prospective observational studies (n = 
18, 90.0%), and retrospective observational studies (n = 27, 
77.1%). Additionally, four retrospective studies (11.4%) were 
rated as having a critical risk of bias, while the remaining 13 
studies were considered to have a moderate risk.

CONCLUSIONS

Therapies guided by MTBs are associated with improved 
clinical outcomes in cancer patients, including reductions in 
disease progression and increases in response and disease 
control rates. While RCTs provide the most robust and reliable 
evidence, findings from observational studies, despite their 
inherent risk of bias, largely corroborate these benefits. The 
clinical effectiveness of MTBs is influenced by factors such as 
timely access to targeted treatments, the accuracy and com-
prehensiveness of molecular profiling, and the expertise and 
resources available within healthcare institutions. To fully es-
tablish the role of MTBs in precision oncology, there is a crit-
ical need for additional well-designed, large-scale RCTs that 
also address cost-effectiveness, implementation feasibility, 
and strategies for sustainable integration into diverse clinical 
settings. These efforts will be essential to optimize MTB-driv-
en personalized therapies into routine oncology practice and 
maximize patient benefit across cancer types.
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INTRODUCTION

Sleep disorders constitute a significant public health con-
cern recognized by the World Health Organization (WHO) in 
the ICD (International Classification of Diseases), with notable 
implications for young populations. Research demonstrates 
that disrupted sleep patterns significantly impair mental recov-
ery processes and emotional stability [1]. Poor sleep quality 
contributes to mental health deterioration through disruption 
of emotional regulation and neurobiological mechanisms. 
Inadequate sleep compromises hypothalamic-pituitary-ad-
renal axis function, increasing cortisol production and stress 
perception, potentially leading to depressive symptoms [2]. 
Young adults represent the population stratum with the highest 
smartphone and electronic device usage rates, sometimes de-
veloping behavioural dependencies. Studies show that light 
exposure to these devices before falling asleep significantly 
disrupts sleep quality [3]. Moreover, excessive smartphone 
use is associated with reduced cognitive performance, neg-
atively affecting work efficiency and academic achievement 
[4].

This study investigates the interactions between sleep dis-
orders, mental health, electronic device usage, and academ-
ic performance among university students. We specifically 
examine how sleep quality and quantity influence students’ 
psychological functioning, with particular attention to psycho-
logical distress.

METHODS

The Pittsburgh Sleep Quality Index (PSQI) [5], the Kessler 
Psychological Distress Scale (K10) [6] and the Smartphone 
Application-Based Addiction Scale (SABAS) [7] were used 

to assess sleep quality, mental distress and problematic smart-
phone use, respectively. Descriptive statistics were expressed 
as Mean (SD), for continuous variables, and as count/per-
centages for categorical variables. “Good sleepers” and 
“Poor sleepers” were compared using Chi-square test or Fish-
er’s exact test for categorical variables, and Student’s t-test 
or the Wilcoxon-Mann-Whitney test for continuous variables, 
with significance at P < 0.05. Logistic regression identified in-
dependent predictors of poor sleep quality (PSQI > 5). Vari-
ables with significant univariate association (p < 0.05) were 
included in the multivariate model, with results expressed as 
odds ratios (OR) with 95% confidence intervals (95% CI).

RESULTS

This cross-sectional study involved 208 students from the 
University of Palermo, with 58.7% (n=122) enrolled in med-
ical degree programs. The average age of the sample was 
22±1.99 years, and 71.6% were female.

The analysis revealed that 61.54% (n=128) of students 
had inadequate sleep quality. Univariate analysis showed 
that their exam completion rate (80.1%) was lower than that 
one reported for good sleepers (83.5%) (p < 0.05). On aver-
age, daily smartphone use was higher among poor sleepers 
(6.46±3.03 vs 5.57±2.22 hour/day, p < 0.05), and a signif-
icant association was found between poor sleep quality and 
the risk of problematic smartphone use (OR=2.83, 95%CI [ 
1.27-7.00], p < 0.05). Furthermore, results from K10 revealed 
that reporting severe psychological distress was significantly 
associated to poor sleep quality (OR=13.25, 95%CI= [5.34-
37.28], p < 0.001).

The multivariate analysis confirmed that higher daily 
smartphone usage, measured in hours, is associated with poor 
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sleep quality (AdjOR=1.21; 95% CI [1.02-1.45]) and, nota-
bly, subjects with high probability of severe psychological dis-
tress have significantly higher likelihood of being classified as 
poor sleepers (AdjOR = 9.59, 95% CI = [3.57-28.82]).

DISCUSSION

Our analysis revealed a strong association between psy-
chological distress (K10 scale) and poor sleep quality among 
university students. Students experiencing significant psycho-
logical distress showed markedly higher likelihood of being 
poor sleepers, confirming bidirectional relationships between 
mental health and sleep, as documented in previous research. 
Daily smartphone uses also emerged as a significant predic-
tor of poor sleep quality, aligning with literature on electronic 
devices’ detrimental effects on sleep hygiene. Smartphone 
light emissions, particularly blue light, suppress melatonin 
production and disrupt circadian rhythms [8]. These findings 
emphasize the importance of addressing sleep health with-
in university mental health and academic support initiatives. 
The strong psychological distress-sleep quality association 
suggests interventions targeting either aspect may benefit the 
other. Universities should consider implementing screening 
programs to identify students at risk of sleep disorders, espe-
cially those reporting psychological distress symptoms. Ad-
ditionally, digital hygiene education should be incorporated 
into student wellness programs to mitigate electronic devices’ 
negative impact on sleep.

CONCLUSIONS

The study highlights the link between psychological dis-
tress, smartphone use, and sleep quality in university students. 
The strong connection between mental health struggles and 
sleep issues underscores the need to integrate sleep health 
into mental health services. Universities should promote 
well-being and responsible technology use to enhance aca-
demic performance and overall student health.
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INTRODUCTION

Voluntary termination of pregnancy (VTP) has always 
been debated within the general population. The circum-
stances leading women to choose VTP are multifaceted, and 
it remains challenging to identify patterns leading women to 
opt for this procedure [1, 2]. Up to now, numerous studies 
have focused on characterizing demographic or psycholog-
ical profiles of women within specific geographic regions [3, 
4]. Due to the sensitive nature of the decision and privacy re-
quirements, studying population clusters in VTP presents inher-
ent methodological limitations. While these challenges can be 
partially mitigated, they risk a potential selection bias during 
cohort formation. In these cases, a monocentric study may in-
troduce biases that could arise primarily from the selection of 
the study centre and secondarily from the difficulty of properly 
recruiting a sample representative of the entire population. 

In this context, cluster analysis conducted first on the gen-
eral population and subsequently applied to the selected 
sample could clarify the nature of the selection process that 
occurred, thereby enabling better estimation of the final con-
clusions [1, 2]. In general, clustering demonstrated efficiency 
and feasibility to handle large datasets [5, 6]. In particular, 
the use of hierarchical clustering procedure is able to choose 
the optimal number of clusters in the population with a readily 
available stopping rules, without a priori selection of number 
of clusters [7]. This approach aligns with contemporary efforts 
to leverage data-driven methodologies in reproductive health 
research while addressing ethical considerations inherent to 
studies of private medical decisions.

OBJECTIVE

The aim is to evaluate the effectiveness of a clustering 
method in detecting selection bias within a sample from a 
monocentric observational study, to generalize the findings 
from the small sample to the broader population and draw 
valid inferences from the results.

METHODS

We used a retrospective observational database of 6559 
women that carried out VTP in Apulia, from January 2023 
to January 2024. Data was collected according to the regu-
lations established by the National Surveillance System and 
were taken from the Health Information System of the Apulia 
region. The second database was collected, as a cross-sec-
tional, observational study, conducted on 122 women > 18 
years who underwent VTP in the Family Planning Unit of the 
“Di Venere-Fallacara” hospital, between November 2023 
and January 2024. The assumption made were that the wom-
en of the selected sample are drawn from the same popula-
tion. 

Listwise deletion was applied, to handle missing value. A 
Multiple Correspondence Analysis (MCA) was first conduct-
ed on the population sample to identify the structure of re-
lationships among variables, reducing dimensionality to two 
principal dimensions. The socio-demographic characteristics 
and the characteristic of the VTP event were chosen as var-
iables.
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We did a hierarchical cluster analysis using Hierarchical Clus-
tering on Principle Components (HCPC) procedure [8, 9]. We use 
the Euclidean metric for calculating distances between observa-
tions and the Ward’s method. The procedure was applied only on 
the population dataset. When the cluster has been defined, we 
predicted the MCA output on the selected sample [11, 12]. 

We selected 10 casual sample of the 111 women from the 
entire population to compare differences in percentage among 
clusters. Chi-square tests were employed to compare the propor-
tion of women in each cluster in both samples. We use the z-tests 
to account the difference in proportions among clusters between 
the selected sample of women and the population sample [13]. 

Results with a two-sided p-value < 0.05 were considered 
statistically significant. The statistical comparisons were done 
using SAS/STAT® Statistics version 9.4. The cluster analyses 
were developed using R software version 4.5 [8, 9, 14, 15]. 

RESULTS 

Following listwise deletion, MCA was conducted on a to-
tal of 6353 women. The total women in the selected sample 
with no missing value were 111. The optimal number of clusters 
was determined using hierarchical clustering procedures im-
plemented through built-in package functions. The p-values 
across all examined variables are highly significant (p << 
0.001), providing robust evidence that the HCPC analysis has 
identified clinically meaningful clusters, representing authentic 
subgroups within the population. Table 1 shows the percent-
age distribution of women across cluster. 

Cluster 1 is overrepresented in both samples and subsam-
ples (38% vs. 24%, median 41%). Cluster 2 shows minimal 
deviation between population and sample (8% vs. 9%), but 
the median percentage in 10 random subsamples deviates 
substantially (26%). Cluster 3 is significantly overrepresented 
in the sample selected (53% vs. 28%, median 27%). Cluster 
4 is severely underrepresented in both the samples (0.9% vs. 
39%, median 8%). 

CONCLUSIONS

The selected sample overrepresents Cluster 3 (53% vs. 
28%) and nearly excludes Cluster 4 (0.9% vs. 39%). Ran-
dom subsamples did not align with population proportions, 
suggesting possible random deviations in the selected sam-
ple or from sample size. The observed selection bias might 
originate from the a priori selection in the monocentric study 
design. This methodological limitation introduces systematic 
differences between the sampled cohort and the target pop-
ulation, particularly affecting the generalizability of findings 
to underrepresented clusters. Beyond ensuring transparency 
regarding the sample’s generalizability, a solution involves 
implementing covariate balancing techniques [16, 17], bal-
ancing alongside synthetic oversampling methods [19] to 
address overrepresentation of specific variables. This dual 
approach aligns with causal inference frameworks while mit-
igating selection bias inherent in monocentric observational 
designs [20, 21].
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BACKGROUND

Rheumatoid arthritis (RA) is an immune-mediated inflam-
matory disease (IMID) with a global prevalence of approxi-
mately 1%. The therapeutic strategy, aiming at achieving low 
disease activity, includes both conventional and biologic dis-
ease-modifying anti-rheumatic drugs (bDMARDs). Evidence 
from the literature suggests that patients with one IMID are at 
higher risk of developing another. However, data are lacking 
on the association between the occurrence of secondary IM-
IDs and longitudinal adherence to bDMARDs.

AIM

To evaluate the association between adherence trajecto-
ries to bDMARDs and the occurrence of secondary IMIDs in 
patients with RA.

METHODS

We conducted a population-based retrospective ob-
servational cohort study using administrative data [1]. We 
included residents of the participating regions from 2010 to 
2023 who had at least one biologic dispensing approved for 
RA, and a diagnosis of RA identified though a validated algo-
rithm. We excluded individuals younger than 18 years, had 
less than one year of continuous enrolment (look-back), were 
prevalent users of RA bDMARDs, were treated with rituximab 

as index drug, or had a diagnosis of any IMID other than RA 
during the look-back period. The first dispensing date of a bD-
MARD was defined as the index date. Patients were observed 
over a two-year period: the first year (exposure period) to 
assess adherence, and the second year (follow-up period) to 
monitor the occurrence of secondary IMIDs, death, or end of 
the study period—whichever came first. During the exposure 
period, patients were censored if they developed cancer, be-
came pregnant, or died. Treatment coverage was estimated 
assuming a daily intake of one Defined Daily Dose. We as-
sessed adherence to bDMARDS monthly over the exposure 
period using the Medication Possession Ratio. Adherence tra-
jectories were identified using Group-Based Trajectory Mod-
eling (GBTM) [2,3]. We used a Cox proportional hazards 
model to estimate the hazard ratio, and corresponding 95% 
confidence interval, for developing a secondary IMIDs.

RESULTS

We identified a cohort of 35,600 individuals, with a 
higher proportion of females (78%), and a mean age of 
56.5 (standard deviation: 14.0). We identified four distinct 
adherence trajectories over a 12-month period. Group 3, la-
beled as the High Adherent group and comprising 49.7% of 
participants, maintains nearly 100% adherence consistently 
throughout the entire follow-up period, indicating stable and 
optimal adherence. Group 1, referred to as the Declining Ad-
herent group and accounting for 11.0% of the sample, starts 
with high adherence but shows a gradual and marked de-
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cline, particularly after the fifth month, reaching levels around 
0.2 by month 12. Group 2, named the Moderate Adherent 
group and comprising 19.5% of the sample, experiences an 
initial drop in adherence in the early months, followed by an 
increase and stabilization around 0.6 to 0.7. Group 4, de-
scribed as the Low Adherent group and representing 19.8% 
of participants, demonstrates a steep and continuous decline 
in adherence from the beginning, falling below 0.2 within the 
first few months and remaining low for the rest of the follow-up 
period, highlighting significant variability in adherence be-
haviors across the groups.

During the one-year of follow-up, 205 events of second-
ary IMIDs were observed. The Cox proportional hazards 
model did not reveal statistically significant differences in the 
risk of developing a secondary IMID across the adherence 
trajectory groups (overall p = 0.20). Compared to the High 
Adherent group (Group 3, reference), the Declining Adherent 
group (Group 1) had a hazard ratio (HR) of 1.28 (95% CI: 
0.83–1.99), the Moderate Adherent group (Group 2) had 
an HR of 0.67 (95% CI: 0.43–1.04), and the Low Adherent 
group (Group 4) showed a non-significant increase in risk 
with an HR of 1.11 (95% CI: 0.78–1.59).

CONCLUSION

The study identified four distinct trajectories of bDMARD 
adherence, showing marked heterogeneity in patients’ be-
haviors. However, there were no statistically significant dif-
ferences in the risk of developing a second IMID between the 
groups. These findings suggest that factors other than adher-
ence may influence the occurrence of autoimmune comorbid-
ities.
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INTRODUCTION

Injury prevention and the promotion of health in the work-
place are priority objectives starting from school age. Early 
and effective training can help develop a safety culture in 
future workers. However, traditional methods often fail to 
engage students. Gamification, the integration of game ele-
ments into educational contexts, has emerged as a promising 
strategy to increase engagement, improve learning, and en-
hance working memory [1-5].

OBJECTIVES

To evaluate the effectiveness of the gamified training 
course “Let’s Play 81!” (“Giochiamo a 81!”) in promoting and 
improving knowledge of workplace health and safety, in ref-
erence to the contents of Italian Legislative Decree 81/2008 
[6], among middle school students.

METHODS

A teaching kit was created, consisting of a box (30×20×10 
cm) containing an operational manual and the materials nec-
essary for three different types of games: a role-playing game 
(“81 si gira!”), a board game (“Riduci il premio”) and a card 
game (“Mettici la mano”) [7]. The games were designed to 
reinforce the key concepts of Legislative Decree 81/2008, 
with particular attention to the duties and responsibilities of 

key figures in prevention (company owner, safety executive, 
operator in charge, Prevention and Protection Service Man-
ager, security officer, inspector, occupational health physi-
cian, workers’ safety representative and a simple worker).

The study was conducted following CONSORT guidelines 
[8]. The study was set in third-year classes from three mid-
dle schools of Rome. A 15-question quiz was administered 
to both the intervention group (IG) and the control group 
(CG) at the beginning (T0) and at the end of the training day 
(T1). “Score81” was calculated (range 0–15), based on the 
number of correct answers of the quiz. The quiz, validated in 
a previous study with an adult population (Cronbach’s α > 
0.70), required one correct answer among four alternatives, 
including the “don’t know” option.

The intervention included a 1-hour lecture, with materials 
(slides and theoretical content) available in the manual in-
cluded in the kit, followed by 2.5 hours of playful-formative 
activities with the three games. Students were divided into 
groups of 7–9 participants, with about 40 minutes dedicated 
to each game. The activities were led by graduates in Pre-
vention Techniques, specializing in Occupational Medicine, 
competent doctors, and university professors.

The project received ethical approval from the Universitas 
Mercatorum Ethics Committee on March 13, 2025.

Qualitative variables were described using absolute 
frequencies and percentages, while quantitative ones were 
described using means and standard deviation (SD). The 
comparison between IG and CG was performed using chi-
square test for qualitative variables and independent t-test 
or Mann-Whitney test in the case of non-normality. The pre-
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post Score81 change was analyzed with paired t-tests or 
the equivalent non-parametric test. Normality was checked 
using skewness and kurtosis coefficients and the Kolmogor-
ov-Smirnov test. The level of statistical significance was set at 
p<0.05.

RESULTS

Ten classes (n = 226 students) were invited to participate 
(100% response rate). On the day of the intervention, 36 
students were absent, resulting in 190 students participating 
(mean age 13.08 ± 0.36 years; 49.5% female), evenly dis-
tributed between the intervention (IG: n = 97) and the control 
groups (CG: n = 93). Three students from the CG were ex-
cluded from the analysis due to missing the T1 questionnaire. 
The groups were comparable for age, gender, and school of 
origin (p > 0.05).

Based on the sample size obtained of both groups, it was 
possible to define the hypothesis of being able to observe a 
mean difference in the Score81 between CG and IG at time 
T1 of at least 3.96, with 80% power and a 95% level of sig-
nificance, assuming SD=2.

At the start of the study (T0), there were no significant dif-
ferences in the Score81 between the groups (IG: 4.87 ± 2.41; 
CG: 4.69 ± 2.14; p=0.597). By the end (T1), the IG showed a 
significant increase in the mean score (9.30 ± 2.89), while the 
CG maintained values similar to T0 (4.60 ± 2.41) (Table1). 
The difference within groups was highly significant (p<0.001) 
only in the IG.

When analyzing the change (Δ=post-pre) within the 
groups, the IG showed an average increase of  Δ=+4.43 
points (SD=2.98; p<0.001), whereas the CG showed no sig-
nificant change (Δ=+0.09 points; SD=1.68; p=0.617).

CONCLUSIONS

The gamified training course “Let’s Play 81!” proved effec-
tive in significantly improving knowledge of workplace health 
and safety among middle school students. Students in the in-
tervention group achieved a significant average increase in 
Score81 of more than 4 points, while no changes were ob-
served in the control group.

The teaching kit “Let’s Play 81!” was found to be easy to 
manage and use by trainers. The manual allows for the in-
dependent delivery of the theoretical lesson by teachers and 
trainers. The integration of theoretical content and gamified 
activities represents a replicable and sustainable strategy to 
promote a prevention culture among young people.

Despite encouraging results, the study has limitations. 
Group assignment at the class level may have introduced se-
lection bias, and the sample was limited to Roman schools, 
affecting generalizability. The absence of long-term follow-up 
prevented assessment of knowledge retention over time.

The project is currently being extended to high school 
students to evaluate effectiveness in older age groups and 
broader educational contexts.

Table1. Analysis of Score81: comparison between the IG and CG 
(T0 and T1), and within the two groups pre-post

Group Score 81 Mean ± SD P

T0 T1  (T0 vs T1)a

GC (n=90) 4.69 ± 2.14 4.60 ± 2.41 0.617

GI (n=97) 4.87 ± 2.41 9.30 ± 2.89 <0.001

P (GC vs GI) b 0.597 <0.001 -

Legend:
T0 = pre-intervention time;
T1 = post-intervention time;
a: p-value of the paired t-test;
b: p-value of the independent t-test.
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BACKGROUND

Green spaces offer various essential regulating ecosystem 
services, with trees playing a significant role in mitigating ur-
ban heat island effects. In the éVRgreen project, we evaluated 
the potential of greenness to reduce air temperatures in Vero-
na, Northern Italy, to serve as a baseline assessment before 
implementing an intervention of tree-cover restoration. 

METHODS 

In the municipality area, we assessed blue/green cover 
(water, grass/agriculture, trees) and grey cover (bare soil, 
impervious surfaces) at >200,000 random locations (points) 
using i-Tree Canopy software. We installed 50 stations that 
monitored temperatures 2.5 m above ground. We estimated 
the percentage of blue/green spaces in 200-m radial buffers 
around each station by determining the proportion of sampled 
locations in the corresponding land cover classes. We retrieved 
data of land surface temperatures (LST) from the Landsat 8 sat-
ellite and spatially associated it with the sampled locations. We 
analysed whether land cover can mitigate summer LST (16 July 
2024) and winter air temperatures (January 2025). 

RESULTS 

On 16 July 2024, the median (1st-3rd quartiles) LST was 37 
(35-40) degrees Celsius in 61,335 locations covered by trees 
and 45 (43-47) degrees Celsius in 44,458 locations covered 
by impervious surfaces (p<0.001) (Table 1). In January 2025, 
daily temperatures were on average 0.49 degrees Celsius low-
er in areas with a percentage of blue/green cover within 200-
m buffers greater than 49% (the median across 50 stations), 
compared to areas with lower blue/green cover (p<0.001). 

CONCLUSIONS 

The results showed that urban vegetation has a substantial 
cooling potential. Median ground-level temperature differ-
ences between vegetated and impervious surfaces reached 
8 degrees Celsius on a typical hot summer day in Northern 
Italy. Smaller, consistent differences were also observed for 
winter air temperatures. Therefore, tree cover restoration can 
be an effective public health strategy for thermal regulation in 
cities facing climate change.

Table 1. Descriptive statistics of Land Surface Temperature (°C) at 
the sampling locations by land cover class

Land cover class n Median (Q1-Q3)

Water 3163 33 (31-37)

Tree/Shrub 61335 37 (35-40)

Grass/Herbaceous 85739 40 (38-42)

Soil/Bare Ground 8472 42 (38-44)

Impervious surfaces 44458 45 (43-47)
n = number of sampling locations; Q1: first quartile; Q3: third quartile
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INTRODUCTION

Internet use has become an integral part of adolescents’ 
daily lives, a trend that intensified during and after the COV-
ID-19 pandemic [1]. Alongside the increase in online activity, 
adolescents are now more exposed to digital threats such as 
harmful content (e.g., self-harm, radicalization), sexual ex-
ploitation, and cyberviolence [2]. Scientific literature high-
lights that some groups of adolescents—particularly those 
with psychological, familial, or social vulnerabilities—are 
more likely to encounter these risks [3,4].

In the Italian context, however, validated tools to assess 
Internet use and related risks are often outdated and lack cul-
tural and technological relevance. This gap hinders effective 
screening and prevention efforts in schools. The present study 
addresses this need by validating an internationally adopted 
tool—the Internet Related Measures (IRM) questionnaire—for 
use with Italian adolescents, ensuring both scientific accuracy 
and contextual relevance.

OBJECTIVES

The study aims to:
1.  Validate the Italian version of the Internet Related 

Measures (IRM) questionnaire through linguistic, cultural, 
and psychometric adaptation;

2.  Explore and describe patterns of Internet use and 
perceived online risks among high school students in Lom-
bardy.

METHODS

This study will adopt a multicenter design and will involve 
students attending upper secondary schools (scuole secon- 
darie di secondo grado) across the Lombardy region in 
Northern Italy. Participants will complete a structured ques-
tionnaire comprising sociodemographic items (age, gender, 
ethnicity, school attended) along with the Italian version of the 
IRM questionnaire.

Descriptive statistics will summarize participant character-
istics and Internet use patterns. Means and standard devia-
tions will be used for normally distributed variables; medians 
and interquartile ranges for non-normally distributed data; 
and frequencies and percentages for categorical variables.

Psychometric properties of the IRM will be evaluated 
through both exploratory and confirmatory factor analyses. 
Internal consistency will be assessed using Cronbach’s alpha 
and corrected item-total correlations. To explore associations 
between IRM responses and sociodemographic variables, 
generalized additive models for location, scale, and shape 
(GAMLSS) will be employed. All statistical analyses will be 
performed using R software (version 4.4.1), with significance 
set at p < 0.05.

EXPECTED RESULTS

The Italian version of the IRM is expected to show robust 
psychometric properties, including high internal consistency 
and structural validity in line with its original version. The study 
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is also expected to reveal a relevant prevalence of problem-
atic Internet use among high school students in Lombardy.

Additionally, the analysis is anticipated to identify as-
sociations between certain sociodemographic characteris-
tics—such as age and gender—and increased perceptions of 
digital risk. These may include exposure to harmful or inap-
propriate content, compulsive or excessive use of the Internet, 
and experiences of cybervictimization. The findings will offer 
valuable insights for designing evidence-based digital health 
promotion strategies in the educational setting.

CONCLUSIONS

This study will provide an updated and in-depth picture of 
Internet use and digital risk perception among Italian adoles-
cents. By validating the Italian version of the Internet Related 
Measures (IRM) questionnaire, it will offer a reliable and cul-
turally adapted tool for use in educational and public health 
contexts. The results are expected to support the development 
of targeted prevention programs, digital literacy initiatives, 
and evidence-based policies aimed at promoting safer and 
healthier online behaviors among youth.
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INTRODUCTION

Gastrointestinal nematodes (GINs) represent a major 
health challenge in grazing ruminants, significantly affecting 
animal productivity and farm sustainability [1]. The epidemi-
ology of GIN infections is influenced by multiple factors, in-
cluding farm management system, breed susceptibility, and 
climatic conditions [2]. The latter play a crucial role in the 
survival and transmission of GIN infective larvae in pastures, 
affecting the seasonal dynamics of infestations [3].

OBJECTIVES

This study investigates the epidemiology of gastrointes-
tinal nematodes (GIN) infections in a semi-extensive dairy 
sheep farm located in the Campania region (Southern Italy), 
where two breeds, Lacaune and Bagnolese, are raised under 
identical management conditions. The Lacaune, a high-yield-
ing cosmopolitan French dairy breed, and the Bagnolese, a 
hardy Italian native breed, differ in morphology, productivi-
ty, and adaptability to pasture environments factors that may 
influence their susceptibility to helminth infections. The study 
aims to evaluate breed and category related differences in 
parasitic load (EPG – eggs per gram of faeces) over time 
using a mixed-effects modeling. Furthermore, it explores the 
association between climatic trends and parasite dynamics, 
with a specific focus on assessing whether temperature and 
humidity are significant predictors of parasitic load.  

METHODS

This observational study was conducted from April 2024 
to March 2025 on a group of 44 selected sheep (22 animals 
per breed). Animals were stratified by physiological category 
to assess helminth burden across different life stages. Monthly 
faecal sampling was performed, and individual copromicro-
scopic analyses were carried out at the laboratories of the 
Regional Center for Monitoring Parasitic Infections (CRE-
MOPAR) using the Mini-FLOTAC technique. To investigate 
the influence of climatic conditions on the epidemiology of 
GINs, temperature and relative humidity were continuously 
recorded in two distinct grazing areas (shaded perimeter and 
fully sun-exposed field) using dataloggers. A mixed-design 
repeated measures ANOVA was performed to evaluate the 
effects of breed (Bagnolese vs. Lacaune), physiological cat-
egory, and time (monthly sampling) on parasite load. The 
dependent variable was the logarithmically transformed egg 
count per gram of faeces (log EPG) to meet the assumptions 
of normality and homogeneity of variance. Normality of re-
siduals was tested using the Shapiro–Wilk test, while Levene’s 
and Mauchly’s tests were used to assess homogeneity of var-
iance and sphericity, respectively. When sphericity was vio-
lated, Greenhouse–Geisser or Huynh–Feldt corrections were 
applied.  To investigate the influence of climatic conditions, 
a lagged linear regression model was applied to monthly 
aggregated parasitic load and environmental variables (tem-
perature and humidity in shaded and sun-exposed areas). 
The model accounted for the temporal structure of the data 
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using one-month lags for each predictor (t−1), implemented 
with the dynlm() function. All analyses were performed using 
RStudio (version 2024.12.0, Build 467).

RESULTS

Preliminary results showed that the average parasitic load 
followed a seasonal trend, with the lowest values in spring 
and a sharp increase in summer (Bagnolese: 310 EPG, La-
caune: 214 EPG, difference: 96.5). Bagnolese sheep consist-
ently showed higher values than Lacaune sheep, particularly 
in summer, when the average load reached 262 EPG. The 
greatest differences were observed in the warmest months, 
suggesting a breed-related variation in susceptibility to gas-
trointestinal parasites. Parasitic load also varied across animal 
categories. Lambs had generally lower values, though some 
individuals showed high values in summer. Primiparous ewes 
exhibited a gradual increase, with peaks during the warm 
season. Adult sheep had the highest helminth infections, sug-
gesting greater long-term exposure or reduced parasite resist-
ance with age. These patterns were statistically confirmed by 
the mixed ANOVA, which revealed a highly significant effect 
of season on parasitic load (p < 0.05), indicating substantial 
intra-annual variation. A significant Group × Season inter-
action (p < 0.05) suggested that seasonal patterns differed 
across experimental groups. In contrast, the main effects of 
Group (p > 0.05) and Breed (p > 0.05) were not significant. 
However, the Breed x Group interaction approached signif-
icance (p = 0.082), pointing to a possible differential breed 
response depending on group conditions. Additionally, the 
dynamic regression analysis showed a significant effect of 
temperature in the previous period (lag 1) on parasitic load. A 
temperature increase was associated with a significant rise in 
the average EPG (p < 0.05), while humidity had no significant 
effect (p ≈ 1). The model explained 64.5% of the variance in 
parasitic load (adjusted R² = 0.556), reinforcing the role of 
temperature as a key environmental driver and aligning with 
the observed seasonal peak.

CONCLUSIONS

The mixed ANOVA and dynamic regression analyses to-
gether demonstrated that temperature is a key environmen-
tal driver influencing parasitic load, with significant seasonal 
variations and differential responses among groups. The study 
aims to provide insights into the adaptation of different sheep 
breeds to helminth infections and environmental conditions, 
supporting the implementation of targeted helminth man-
agement programs in extensive and semi-extensive farming 
systems. This allowed for the evaluation of climatic influences 
on larval survival and helminth transmission risk. Understand-
ing how climate and management strategies interact with 
breed-specific resistance to GINs is essential for developing 
predictive models and sustainable helminth control strategies.
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INTRODUCTION

Dementia, particularly Alzheimer’s disease, is a pro-
gressive neurodegenerative condition that severely affects 
patients’ quality of life and imposes a substantial burden on 
healthcare and social systems. Recent estimates indicate that 
over 57 million people worldwide are living with dementia, 
and this number is expected to triple by 2050. In Italy, current 
estimates exceed 1.2 million cases. The increasing incidence 
highlights the urgent need to enhance prevention strategies, 
especially considering that approximately 40% of cases can 
be attributed to modifiable risk factors, as noted by the Lancet 
Commission in 2020 report (1) 

Despite scientific recognition of the importance of preven-
tion, Italy’s involvement in international dementia research 
networks (e.g., GAAIN, DPUK, ADDI) remains marginal. A 
major barrier is the fragmentation and heterogeneity of data 
collected across different Italian observational studies. The 
lack of standardized methodologies for  data collection, clas-
sification, and risk factor analysis hampers comparability be-
tween studies and limits their integration into meta-analyses or 
cohort inclusion in existing networks (2).

OBJECTIVES

As part of the PREV-ITA-DEM project (PN-
RR-MAD-2022-12375822), funded by the Italian Ministry of 
Health, we conducted a systematic review to identify, map, 
and evaluate observational studies carried out in Italy be-
tween 2019 and 2024 focusing on dementia, Alzheimer’s 
disease, and modifiable risk factors. 

Specifically, the review aimed to: assess the methodolo-
gies and the tools used; develop data harmonization rules, 

based on internationally recognized standards (3) to support 
integration of the Italian cohorts into global research net-
works; propose validated protocols and tools to improve the 
data quality and comparability, suggesting a methodology 
that can be transferred also to non-modifiable factors such as 
biomarkers and genetic data.

METHODS

A systematic review of observational studies of Italian 
clinical cohorts was conducted using MEDLINE, Embase, and 
Scopus, covering the period from January 2019 to Decem-
ber 2024. Studies were included if published in English and 
focused on at least one of the eight modifiable risk factors 
for dementia (BMI, hypertension, diabetes mellitus, dietary 
habits, alcohol consumption, depressive symptoms, physical 
inactivity, and smoking).

Data were extracted on measurement methods, units used, 
assessment tools (e.g., questionnaires, clinical tests), diagnos-
tic criteria, and classification categories.

Definitions and international criteria were used to assess 
compatibility and the DataSHaPER (Data Schema and Har-
monization Platform for Epidemiological Research) meth-
odology was applied to evaluate the degree of variables’ 
harmonization (3). Variables were classified as completely 
harmonizable when they strictly adhered to standard defi-
nitions and formats, allowing direct comparison without any 
loss of information; partially harmonizable when some dis-
crepancies or incomplete data could result in information loss; 
and impossible to harmonize when insufficient or incompati-
ble data prevented meaningful alignment.

This rigorous approach facilitates the identification of gaps 
and inconsistencies in data collection methods.
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RESULTS

Of the 365 articles initially identified, 18 Italian observa-
tional studies met the inclusion criteria. Study designs included 
cross-sectional, longitudinal, and case-control approaches, 
with sample sizes ranging from fewer than 100 to more than 
5.000 participants.

The analysis revealed significant heterogeneity in data 
collection protocols. Obesity, assessed via BMI, was the best 
documented factor: 38% of the studies showed complete har-
monization with international standards, while 33% showed 
partial harmonization. Dietary habits, assessed through FFQ 
questionnaires, also showed reasonable harmonization (30% 
complete).

Smoking (28% complete harmonization), physical inac-
tivity (using IPAQ), and alcohol consumption were addressed 
with variable tools and categorizations, while depression 
(measured with GDS or CES-D) and diabetes (through fasting 
blood glucose) showed only 22% complete harmonization. 
Variability in tools and their application emerged as a major 
obstacle to data comparability. Moreover, in many cases, key 
methodological details such as diagnostic thresholds or data 
collection frequency were missing.

DISCUSSION

The results of the review highlight methodological frag-
mentation that undermines the ability to integrate Italian data 
into large international consortia. The systematic adoption of 
recognized tools and validated protocols for the assessment 
of risk factors will enable the generation of more robust evi-
dence, enhance the statistical power of analyses, and support 
the inclusion of Italian cohorts in international consortia. This 
represents a critical step toward making a meaningful contri-
bution to the fight against dementia, with direct benefits for 
public health and the sustainability of the national healthcare 
system (2).
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INTRODUCTION

In recent years, Northern Italy has experienced a rise 
in cases of West Nile Neuroinvasive Disease (WNND), the 
most severe manifestation of West Nile Virus (WNV) infection. 
Temperature, along with other meteorological factors, plays 
a crucial role in WNV transmission by influencing mosquito 
density and virus prevalence [1].

AIM

This study aims to investigate whether meteorological 
data—such as temperature and precipitation—can be used in 
an early warning system to predict the likelihood of WNND 
outbreaks in Northern Italy.

METHODS

We developed a spatial-temporal Bayesian hierarchical 
model using monthly confirmed WNND cases from 2014 to 
2021 across 36 provinces in Northern Italy. The model as-
sessed the relationship between WNND incidence, average 
temperature, and cumulative precipitation recorded in the 
three months preceding case reports. Spatial random effects 
were included using a Besag-York-Mollié model, while tem-
poral random effects were modeled with an autoregressive 
structure, assuming a negative binomial distribution for ob-
served cases. Using 2022 data, we evaluated the model’s 
out-of-sample predictive ability with a 2-month lead time. An 
expanding window approach was adopted, progressively 
incorporating observed monthly meteorological inputs and 
WNND cases. To estimate the probability of WNND occur-
rence during the 2022 season, 1,000 samples were drawn 
from the posterior predictive distribution for each province 
and target month. The probability of WNND occurrence was 
calculated as the proportion of these samples in which the 
predicted number of cases was greater than or equal to 1. 
Model fitting was performed using the R-INLA software [2].

RESULTS

Between 2014 and 2022, 793 WNND cases were re-
ported, with notable increases in 2018 and 2022. Among the 
meteorological variables, temperature recorded 1–2 months 
prior to case occurrence was strongly associated with WNND 
incidence, showing a clear linear exposure–response rela-
tionship, while no clear association was observed with cumu-
lative precipitation. Thus, we specifically selected the model 
including temperature observed 2 months in advance as a 
predictor, aiming to forecast WNND occurrence using only 
observed meteorological inputs. The predictive ability of the 
selected model was evaluated using the Area Under the 
Curve (AUC); the temperature-based model achieved an 
AUC of 0.81, indicating good predictive accuracy.

CONCLUSIONS

Our results demonstrate that temperature recorded in the 
preceding months can be used to predict the occurrence of 
WNND cases with a 2-month lead time on a monthly basis. 
This modeling framework could be applied to predict WNND 
onset in other settings, in order to support decision-making 
processes for outbreak mitigation and prevention.
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Figure 1. Probability of observing at least one WNND case for each province and 
month of 2022 

Probability of observing at least one WNND case for each province and month of 2022. Months 
in which WNND cases occurred are marked with an “x”.
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INTRODUCTION

Trauma is one of the leading causes of death in Western 
countries and results in severe health, economic, and social 
consequences due to residual disabilities. To improve the 
management of major trauma cases, integrated trauma care 
systems (SIAT) have been implemented in Italy, inspired by 
North American models. The goal is to centralize severe cases 
in the most equipped facilities (trauma centers), thereby re-
ducing avoidable mortality [1]. These systems are based on a 
“Hub and Spoke” network, which includes a Hub center with 
a Level II Emergency Department (DEA) and several Spoke 
centers (with Level I DEAs), such as peripheral hospital facil-
ities. In the Province of Alessandria, in Piedmont region, the 
Hub center is the hospital of Azienda Ospedaliero-Univer-
sitaria of Alessandria (AOU AL), and there are four Spoke 
centers representing the hospitals of the Local Health Authority 
of Alessandria (ASL AL), located in the cities of Acqui Terme, 
Casale Monferrato, Novi Ligure, and Tortona. Despite the 
public health relevance, epidemiological data on trauma in 
the Italian territory are scarce and inconsistent in the literature.

OBJECTIVE

This study aims to give an epidemiological description 
of hospitalized severe trauma cases in the Spoke and Hub 
centers of the Province of Alessandria during the period 
2017–2021, also analyzing potential differences between 
the pre-pandemic and pandemic periods. Additionally, the 
study aims to assess in-hospital and 30-day mortality for this 
patient category in both Spoke and Hub centers.

METHODS

Subjects admitted to the Hub and Spoke centers were 
identified based on hospitalizations (ICD9-CM codes: 800.
xx–904.xx; 925.xx–939.xx; 950.xx–959.xx) with discharge 
dates between 01/01/2017 and 31/12/2021.Trauma se-
verity was assessed using the Injury Severity Score (ISS), 
based on ICD9-CM codes for principal and secondary di-
agnosis [2,3,4]: only admissions with ISS >15 (severe trauma) 
were included. In cases of multiple hospitalizations for the 
same patient, only the first was considered. Mann-Whitney 
and Chi-square tests were used to evaluate associations be-
tween variables. In order to find determinants of in-hospital 
and 30-day mortality, Odds Ratios (ORs) with 95% Confi-
dence Interval (95% CI), estimated from multivariate logistic 
regression models, were used; gender, age, ISS, length of 
stay, access via Emergency Department, being hospitalized in 
Intensive Care Unit, being hospitalized during Covid-19 pan-
demic period (after 01/03/2020) and being hospitalized in 
Hub/Spoke center were put as covariates. The probability of 
in-hospital death for each subject was also calculated using 
the Trauma Mortality Prediction Model (TMPM) [5,6,7]. The 
predictive capacity of the model was tested on the study sam-
ple using ROC (Receiver Operating Characteristic) curves 
and the corresponding area under the curve (AUC) [8].

RESULTS

In this study, a total of 1,337 patients were included: 705 
hospitalized in the Hub center and 632 in the Spoke centers. 
Most patients in the whole sample were male (59.6%) and the 
median age was 76 (IQR: 60-85) years. The median length 
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of hospital stay was 8 (IQR: 4–14) days, significantly longer 
in the Hub center: 9 (IQR: 5-16) days in the Hub center, 7 
(IQR: 4-12) days in the Spoke center (p<0.001). In-hospital 
mortality was 10.3% in ASL AL centers and 6.4% in AOU AL 
(p=0.01). The emergency department was the primary point 
of access (79.4%) for these hospitalizations. The median ISS 
was 16 (IQR: 16–22). There were no significant differences in 
ISS between the hospitalizations during Covid-19 pandem-
ic period and the ones that occurred before (p=0.95), nor in 
the distribution of in-hospital (p=0.48) and 30-day (p=0.90) 
deaths. TMPM ROC curves showed an AUC of 0.74 for in-hos-
pital mortality and 0.71 for 30-day mortality. The results of the 
multivariate logistic regressions indicate that increasing of age 
(OR=1.08; 95% CI: 1.07–1.10), being male (OR=1.50; 95% 
CI: 1.06–2.14), higher ISS (OR=1.03; 95% CI: 1.02–1.05), 
and admission to Intensive Care Unit (OR=3.17; 95% CI: 
1.74–5.70) are associated with increased odds of 30-day 
mortality. Furthermore, increasing of age (OR=1.06; 95% CI: 
1.04–1.09), shorter length of hospital stay (OR=0.96; 95% 
CI: 0.94–0.99), higher ISS (OR=1.02; 95% CI: 1.00–1.03), 
admission to Intensive Care Unit (OR=5.72; 95% CI: 2.93–
11.10), and being hospitalized in Spoke centers (OR=1.74; 
95% CI: 1.10–2.80) are associated with increased odds of 
in-hospital mortality. Being hospitalized during the Covid-19 
pandemic period was not significantly associated with in-
creased odds of either in-hospital mortality (OR=0.83; 95% 
CI: 0.52–1.29) or 30-day mortality (OR=0.96; 95% CI: 
0.66–1.37)

CONCLUSIONS

The TMPMs showed good discriminatory power in pre-
dicting mortality, supporting their reliability in clinical and 
operational settings. The absence of statistically significant 
differences in outcomes between the pre-pandemic and pan-
demic periods suggests that the Covid-19 pandemic had a 
limited impact on the care of polytrauma patients. The analy-
sis of in-hospital mortality highlights the need to optimize the 
management of severely injured patients within the “Hub and 
Spoke” network. In 2024, the urgent transfer protocol for pa-
tients from ASL AL centers to the AOU AL center was revised; 
a future perspective will therefore be the evaluation of in-hos-
pital mortality in the coming years.
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INTRODUCTION 

Bronchiolitis is the leading cause of Emergency Room 
(ER) visits and hospitalizations in infants, primarily due to Res-
piratory Syncytial Virus (RSV) infection [1,2]. The COVID-19 
pandemic, along with the associated non-pharmaceutical 
interventions, led to a marked decline in bronchiolitis cases 
during the 2020–2021 season [3]. However, in 2021, a re-
surgence of RSV resulted in a double increase in bronchioli-
tis-related hospital admissions in several countries [4]. In Italy, 
data on bronchiolitis trends after COVID-19 remain limited. 
A multicentre study from 27 hospitals in Lombardy [5] and a 
single-centre study from Genoa [6] both suggest increased 
hospitalizations and ER visits in recent seasons but relaying on 
data limits a comprehensive national understanding.

OBJECTIVES

This study aims to analyse the impact of the COVID-19 
pandemic on bronchiolitis-related Emergency Room (ER) visits 
in infants aged 0–6 months in Lombardy, Italy. It also explores 
potential factors underlying any observed changes, including 
shifts in population demographics, variations in disease se-
verity, alterations in age distribution, and the effects of COV-
ID-19 on infant susceptibility.

METHODS

We used linked administrative data on healthcare utiliza-
tion covering the entire population of residents in Lombardy. 
Two distinct cohorts were analysed: a paediatric cohort of one 
million births for descriptive trend analyses to assess the indi-
rect effects of COVID-19, and a maternal-paediatric cohort 

for hypothesis-driven analyses on the potential direct effects. 
We calculated incidence rates (IRs) of bronchiolitis-related ER 
visits between 2012 and 2023, using hospital admissions as 
a proxy for more severe disease. Due to the lack of swab test-
ing in newborns, we used maternal COVID-19 vaccination 
as a proxy to investigate direct effects. Multivariable-adjust-
ed logistic regression was employed to assess the association 
between COVID-19 vaccination before or during pregnancy 
and bronchiolitis-related ER visits in the first six months of life. 
To evaluate whether any observed associations could be ex-
plained by underlying family-level factors, we applied a neg-
ative control design, comparing ER visit rates in older siblings 
born to mothers who were later vaccinated with those born to 
mothers who remained unvaccinated.

RESULTS

Bronchiolitis incidence rates (IRs) showed a marked shift 
after 2020, with rates dropping to near zero in 2020–2021, 
then doubling in 2021–2023 compared to pre-pandemic lev-
els, increasing from 2 to ≥4 per 100 person-time, as shown in 
Figure 1. In exploring potential explanations for this change, 
we ruled out shifts in population demographics, disease se-
verity (hospital admissions remained consistently at half the IR 
of ER visits, as illustrated in Figure 1), and age distribution at 
the time of visits. Maternal COVID-19 vaccination before or 
during pregnancy was associated with a reduced risk of bron-
chiolitis-related ER visits in infants (adjusted OR = 0.59 [95% 
CI: 0.50–0.69]). The negative control analysis suggested that 
this association is unlikely to be fully explained by family-level 
confounding, as no similar association was observed in older 
siblings (adjusted OR = 1.50 [0.93–2.47]).
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diatric respiratory infections. Paediatric Respiratory Re-
views, 2023.

5.  Milani G. P., Ronchi A., Agostoni C., et al., Long-lasting 
effects of COVID-19 pandemic on hospitalizations and 
severity of bronchiolitis. European Journal of Pediatrics, 
2024, 183.4: 1751-1758.

6.  Iudica G., Franzone D., Ferretti M. et al., Experience of an 
Italian Pediatric Third Level Emergency Department during 
the 2022–2023 Bronchiolitis Epidemic: A Focus on Dis-
charged Patients and Revisits. Children, 2024, 11.3: 268.

CONCLUSIONS

Consistent with previous studies, our findings confirm the 
absence of bronchiolitis ER visits during the first COVID-19 
lockdown and highlight the subsequent rise in cases during 
2021–2023. The protective role of maternal COVID-19 vac-
cination on infant bronchiolitis strongly suggests that (pre- or 
post-natal) SARS-CoV-2 infection contributes to explaining 
the large increase in incidence post-pandemic.
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INTRODUCTION 

Multiple Sclerosis (MS) is a complex autoimmune dis-
ease[1]. Growing evidence suggests a prodromal phase 
marked by increased healthcare use and various clinical 
symptoms before diagnosis, such as pain, fatigue, urinary is-
sues, and mental health conditions[2]. These objectives are 
particularly relevant due to the recently highlighted increase 
in the age at MS onset due to a higher incidence in late-onset 
MS (LOMS) cases, which may result from the accumulation of 
different conditions[3]. However, prior studies often relied on 
limited time windows (5 years prior the diagnosis), introduc-
ing temporal bias by over-emphasizing conditions occurring 
closer to MS diagnosis, other than failing to discover associ-
ated early conditions occurring many years prior the diagno-
sis[4]. Moreover, the predictive value of MS prodromes and 
their temporal trajectories have not been explored yet.

OBJECTIVES

To investigate these aspects, we used the large UK Bio-
bank’s population-based cohort, which provided the clinical 
history for each individual through ICD-10 diagnosis codes 
and diagnoses dates. Specifically, using time-to-event analy-
ses, we aimed to (i) identify early conditions associated with 
later MS diagnosis, (ii) assess their predictive value, and (iii) 
map disease trajectories leading to MS.

METHODS

We assessed associations between 600 clinical condi-
tions and MS risk in 477,421 individuals using Cox models 

adjusted for demographics, smoking, and MS polygenic risk 
score (MS-PRS). To account for multiple testing, we applied 
a False Discovery Rate (FDR) correction at 0.05. Statistically 
significant conditions were classified based on their timing of 
appearance in relation to MS diagnosis, i.e., >5 years, 3-5 
years, 1-3 years, or within 1 year, as well as based on their 
clinical relationship with MS, i.e., onset symptoms, prodromal 
conditions, risk/protective factors, or unknown relationship. 
We then included these significant conditions in a LASSO Cox 
regression (5-fold cross-validation on 70% training-valida-
tion set) to identify key predictors, with performance assessed 
by the C-index and age-dependent Area Under the Curve  
(AUC) in the 30% test set[5]. To rank the most important con-
ditions based on their predictive value, we used permutations. 
Lastly, temporal trajectories of MS-associated conditions 
were analyzed in MS cases using conditional logistic regres-
sion models[6].

RESULTS

We identified 192 conditions associated with MS, of which 
only ~20% were onset symptoms. Integrating these conditions 
into a predictive model already including demographics and 
smoking improved the C-index from 0.65 to 0.71. Among the 
thirty model-selected best predictors, ~25% were prodromal 
conditions, including neuromuscular diseases, thromboem-
bolism, and depression which typically occurred more than 
five years before MS diagnosis. Including MS-PRS further in-
creased the C-index to 0.78, with an age-dependent AUC 
exceeding 0.80 in individuals over 50 years. Trajectory anal-
ysis highlighted migraine as a common early diagnosis, often 
followed by hypertension, depression, and dorsalgia.
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CONCLUSIONS

Our findings highlight early conditions and diagnostic 
trajectories of MS, supporting the existence of a prodromal 
phase. Specifically, while genetic risk represented the strong-
est predictor in adulthood, clinical history represented the 
strongest predictor in individuals over 50 years of age[7]. Im-
portantly, the identified disease trajectories showed that MS 
onset symptoms occurring closer to diagnosis were themselves 
predictable by earlier prodromal conditions. These insights 
could improve MS prediction and facilitate earlier detection, 
particularly for late-onset cases. Future research should val-
idate these results in independent cohorts, and explore how 
integrating subtle signs and symptoms, lifestyle factors and 
biomarkers could further refine and enhance the accuracy for 
an MS prediction tool to be implemented and tested in the 
clinical practice.
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INTRODUCTION

The global prevalence of metabolic diseases such as dia-
betes continues to rise, particularly among aging populations 
[1]. Among risk factors, lifestyle behaviors are modifiable and 
play a central role in the prevention and progression of meta-
bolic diseases [2]. These risks do not act alone, making it im-
portant to examine how lifestyle behaviors cluster and interact 
with one another and how their joint classification is associat-
ed with biological markers of metabolic diseases. ELSA [3] is 
a longitudinal study of over-50 years old subjects, specifically 
designed to study ageing population in Britain.

OBJECTIVES 

The main objective was to identify distinct behavioral-
ly defined subgroups among older adults from Wave 4 
(2008/2009) of the ELSA through latent class analysis and 
characterize their associated biomarker profiles[4]. By link-
ing these lifestyle patterns to early biological risk markers, 
this study seeks to enhance understanding of the mechanisms 
connecting lifestyle behaviors to metabolic health, ultimately 
informing more targeted interventions for the prevention of di-
abetes and related metabolic conditions in later life.

METHODS 

This study utilized data from ELSA Wave 4 specifically for 
its inclusion of extensive biomarker data, which are critical for 
analyzing metabolic and diabetes-related health risks. 

For downstream analysis, several data transformations 
and recoding steps were performed. Each blood biomark-
er (white blood cells, haemoglobin, insulin growth factor 1, 
HbA1c, fasting glucose, triglycerides, DHEAS)  was recoded 

into a binary variable using cutoff values defined through clin-
ical practice/literature specific to the British population. The 
initial sample size including data on these biomarkers was n= 
3147.

Latent Class Analysis (LCA) was performed using the poL-
CA package in R, incorporating categorized lifestyle factors 
such as sleep quality, comorbidities, smoking habits, nutrition 
(fruit and vegetable intake), alcohol consumption, physical 
activity, and obesity as manifest variables. To determine the 
optimal number of latent classes, multiple models were esti-
mated and compared using model fit indices, including the 
Akaike Information Criterion (AIC), Bayesian Information 
Criterion (BIC), and significance of predicted class member-
ships, to ensure meaningful interpretation. A complete case 
LCA approach was chosen as this resulted the best model fit 
compared to analysis with inclusion of missing values.

Depending on the nature of each biomarker, appropriate 
regression methods were applied: linear regression for contin-
uous biomarkers, binary logistic regression for those with strict 
cutoff thresholds, and multinomial regression for biomarkers 
with multiple healthy/unhealthy categories. All regression 
models were adjusted stepwise, starting with unadjusted 
models and progressing to fully adjusted ones, incorporating 
confounders grouped as demographic/biological (age, sex, 
ethnicity), socioeconomic (education, net worth, deprivation 
score), health-related (comorbidities, depression), and, final-
ly, household composition.

RESULTS 

Latent Class Analysis identified three distinct lifestyle be-
havior profiles: Class 1—characterized by overall healthy be-
haviors; Class 2—marked primarily by poor sleep and Class 
3—defined by a combination of poor sleep, unhealthy nutri-
tion, smoking and borderline levels of physical activity (Figure 
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1). Compared to individuals with healthy behaviors (Class 
1), those in Class 2 had higher odds of elevated triglycerides 
(OR = 1.73; 95% CI: 1.43-2.08), and very similar odds for 
Class 3 (OR = 1.74; 95% CI: 1.31-2.29). Elevated triglycer-
ides were also significantly associated with male sex. These 
findings were supported by linear regression results, which 
showed that Classes 2 and 3 had significantly higher aver-
age triglyceride levels—an increase of 0.17 mmol/L (95% CI: 
0.09 to 0.24) and 0.25 mmol/L (95% CI: 0.13 to 0.36), re-
spectively—approaching borderline unhealthy levels.

For HbA1c, individuals in Class 2 and Class 3 had higher 
odds of elevated levels (OR = 1.30; 95% CI: 1.11-1.60 and 
OR = 1.87; 95% CI: 1.41-2.51, respectively), compared to 
Class 1. In linear regression, the baseline HbA1c level (in-
tercept) was 5.64 (95% CI: 5.57 to 5.70), and both Class 2 
(+0.11, 95% CI: 0.06 to 0.15) and Class 3 (+0.09, 95% CI: 
0.03 to 0.16) showed significant increases—pushing average 
levels to or just above the 5.7% threshold. Elevated HbA1c 
was also significantly associated with older age, particularly 
higher in those in their 70s.

In the fully adjusted multinomial regression, participants 
in Class 2 had significantly higher odds of low DHEAS levels 
compared to Class 1 (OR = 2.02, 95% CI: 1.51 to 2.70), 
suggesting a strong association between poor sleep and re-
duced DHEAS.

CONCLUSIONS 

This study highlights that poor sleep alone (Class 2) is 
associated with significant increases in metabolic risk mark-
ers such as HbA1c and triglycerides, pushing levels toward 
borderline or unhealthy ranges. When combined with other 
unhealthy lifestyle factors such as unhealthy diet and smoking 
(Class 3), there is an additional negative effect for several bi-
omarkers. Furthermore, poor sleep was also strongly related 
to low DHEAS, which is in turn a known factor linked to the 
hormonal processes of aging[5]. Overall, these findings high-
light the importance of addressing specific patterns of behav-
ior in order to increase awareness of and protection against 
early metabolic dysregulation and enhance healthy aging.

REFERENCES

Figure 1. Behavioral profiles of latent classes using a ≥0.50 probability cutoff for unhealthy behaviors (red) and a 0.35–0.49 range to 
denote moderate probability of unhealthy behaviour (yellow); <0.35 indicates lower probability of unhealthy behaviour
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INTRODUCTION

Obesity is a world wide crisis nowadays it contributes to 
a number of serious diseases like type 2 diabetes[1] and cor-
onary heart disease. Chrononutrition and in particular timing 
of eating, has been shown to have an influence on obesity in 
studies with animal models[2]. Previous human epidemiologi-
cal studies have already investigated the association between 
timing and regularity of eating with BMI [3,4]. However to 
date no study specifically assessed the added value of using 
data on the timing and regularity of calorie intake for predict-
ing obesity, on top of total calorie intake across the day, when 
this is information is available in nutritional epidemiological 
studies like surveys with diet diaries.

OBJECTIVES

The target population of this study are Italian adults aged 
18 to 64 years old from a past cross sectional nutrition sur-
vey INRAN-SCAI[5]. The aim of the study is to compare the 
performance, in predicting overweight (BMI>25), of models 
based on 6 day time intervals of calorie intake, to models 
based on the total calorie intake across the day and compar-
ing prediction performance of logistic regression and random 
forests using ROC curves.

METHODS

Data collected during the Italian nationally representative 
food consumption survey INRAN-SCAI in the years 2005-
2006 was used to make the predictive models. The data 
used for our analysis was collected from 2312 adults aged 

18-64, in the form of a diet diary over 3 consecutive days 
as well as sociodemographic questionnaire. The days were 
divided into 6 time intervals, which correspond to the times 
of 3 main meals and the intervals between them (6am-9am; 
9am-12pm; 12pm-3pm; 3pm-7pm; 7pm-10pm; 10pm-6am). 

Three different types of models were compared in this 
study: (i) models trained on the mean energy intake and irreg-
ularity of the 6 time intervals, (ii) models trained on the 6 time 
intervals but using repeated measures from the 3 days and (iii) 
models trained using the mean energy intake and irregularity 
for the whole day. 

Logistic regression models were built using the whole 
data sample as well as separating the training(70%) and test-
ing(30%) set for the model, with overweight (chosen due to the 
small number of strict obesity cases) as outcome and includ-
ing as predictors also several available sociodemographic 
variables (including physical activity) chosen by a preliminary 
application of a forward variable selection algorithm. Sensi-
tivity, specificity, negative predictive value, positive predictive 
value and error rate were calculated for two different cut off 
points, one being 0.5 and the second being the optimal cutoff 
point maximizing the specificity and sensitivity simultaneously. 
Cross validated models (10 fold) were also generated. The 
ROC curves corresponding to all the models were compared

For all 3 conditions random forest models were also gen-
erated. Their ROC curves were compared and metrics such 
as specificity, sensitivity NPV, PPV and error rate were in turn 
calculated.

RESULTS

When logistic regression models were trained on 100% of 
the data sample (including 34.6% overweight subjects), the 
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warranted to truly assess its potential different impact/rele-
vance also for subgroups of the population. 
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models using time intervals repeated measures or means both 
performed better than the model using a day mean. The AUC 
for repeated measures was 0.7664, very similar to AUC for 
interval means (0.7639), the AUC for the mean of the day 
model was 0.7520. The difference between them was sta-
tistically significant both when tested across the whole ROC 
curve and when tested for optimal cutoff point and 0.5 cutoff 
point. At the optimal cutoff point specificity, NPV, PPV and 
error rate performed better in the models using time intervals, 
whereas sensitivity was higher in the model using day mean. 
For the 0.5 cutoff the models with intervals performed better in 
all values except for specificity, which was roughly the same 
for all models.

After separating the training set and test set, the differences 
in AUC between the models were no longer statistically signif-
icant. Similar result was obtained for cross validated models, 
the differences in AUCs were slightly larger than when sep-
arating the test and training sets by hand but the confidence 
intervals were overlapping. All the metrics (sensitivity, speci-
ficity, PPV, NPV and error rate) for training and test sets for all 
3 models were very close, at both mentioned cutoff points, 
the only one which stood out was sensitivity in the repeated 
measures at 0.5 cutoff (40.7% vs. 37.1%, 35.5%).

The random forest models also did not show a significant 
difference between the AUC corresponding to the 3 condi-
tions. The sensitivity for the random forest models was gener-
ally low (38% for mean of the day, 32.9% for means of inter-
vals, 36.1% for repeated measures). NPV was much higher 
for the mean of the day model at 86.3%, compared to around 
70% for others while the rest of the metrics, also except for 
sensitivity, performed better in the models using time intervals. 
Comparison of sensitivity/specificity/ROC for random for-
ests and 0.5 cut-off of logistic models are shown in Figure 1. 

CONCLUSIONS

The study provides an insight into how chrononutritional 
data based on repeated diet diaries summarized by calories 
consumed in 6 time intervals (as defined in previous work 
[3,4] ) compares in terms of overweight prediction with using 
just mean total calorie intake in the day, while also comparing 
the performance of a machine learning technique like random 
forest with a classical method like logistic regression. The area 
under ROC was significantly higher when using time intervals 
(repeated or averaged) compared to whole day only when 
they were trained on 100% of the data sample, and this result 
became nonsignificant after a 30% test set was randomly tak-
en from the sample, both within the training and test sample.

Chrononutrition information in this case allowed for a sig-
nificantly better prediction of overweight only when testing on 
the same data as the model was trained on and may thus 
be attributable to overfitting. Hence the results, despite be-
ing based on a nationally representative sample, don’t seem 
to be generalizable for public health purposes. On the other 
hand, population heterogeneity may also be hindering pre-
diction. Another limitation is the cross-sectional nature of the 
INRAN-SCAI nutrition survey. In conclusion, timing/regulari-
ty of eating may still capture useful information to study over-
weight/obesity but a properly powered prospective study is 
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Figure 1. The area under ROC obtained from random forest and logistic 
regression models across 3 different set of nutritional intake predictors: the 

repeated measures across time intervals; the means and irregularities of time 
intervals; the mean and irregularity of the whole day
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INTRODUCTION

Road accidents cause 20-50 millions injuries every year 
and 2.35 millions deaths, representing the eighth cause of 
death in the general population and the first in people be-
tween 5 and 29 years of age [1]. Human and health care 
costs of the phenomenon have a significant impact on the 
population and the institutions, with about 280 billions of 
euros spent in Europe each year [2]. Legal regulations, edu-
cational interventions and new safety technologies have the 
potential of lowering the number and severity of road acci-
dents [3]

AIMS

To evaluate the prevalence, characteristics and severity 
of road accidents and their changes through the 16 years of 
observation and to estimate the impact of recent lifestyle and 
legislation changes on road accident epidemiology.

METHODS

We retrospectively evaluated data from the DATIS/SINI-
ACA registry considering all ECU admissions to one of the 
main hospitals in Genoa due to road accidents from January 
1st, 2008 to December 31th, 2023. The observation peri-
od was divided into subgroups considering legal regulation 
changes for further studies. We used the data software STATA 
14.2 SE® for data analysis. We described the events using 
absolute and percentage frequencies. Chi-squared test (χ2) 
had been used to evaluate differences between categorical 

variables, p-values <0.05 were considered as statistically sig-
nificant.

RESULTS

During the 16 years of the study (2008-2023) we doc-
umented a total of 33.708 road accidents, with an overall 
lowering trend and a dramatic deflection in 2020 along with 
the COVID pandemic. Our local data followed a similar trend 
of national registries but with a greater percentage decline 
during the years. The majority of the accidents involved mo-
torbikes (16.779) followed by cars (6.379), public transpor-
tation services (2.467), pedestrians (1.620), bicycles (1542), 
microcars (685), and heavy vehicles (225). Nearly half of the 
victims (49,78%) were motorcyclists and the drivers were the 
most frequently involved (55,08%); in total 19.104 (56,67%) 
of injured people were males and 14.604 (44,33%) females, 
most commonly in the 20-29 years (7041 patients, 20,89%) 
and e 40-49 years (6550 patients,19,43%) age-range. Tri-
age codes had been classified as “urgent” in 20,71% of the 
events; female victims were more likely to show lower priority 
injuries compared with males. Accidents with bicycles, mi-
crocars and pedestrians had a greater chance of receiving 
higher priority triage codes. Pandemic effects on people’s 
habits and both national and local policies about sustainable 
mobility caused interesting changes in road accidents epide-
miology for what concerns the kind of involved vehicles and 
the severity of the events.
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CONCLUSIONS

Road safety is a crucial issue in public health. Collecting 
and interpreting data on road accidents is an important tool 
for evaluating and implementing preventive strategies such as 
changes in legal regulations. In the next future we are plan-
ning to analyze data on drugs and alcohol-related events 
aiming to quantify the effect of the recently approved changes 
in traffic laws. 
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INTRODUCTION

Abuse is a social determinant of health (SDH) which con-
sists in behaviors used to gain or maintain power and control, 
including physical, sexual, financial, emotional or psycholog-
ical actions [1]. In general, individuals with disabilities are 
at higher risk of abuse; and diseases like Multiple Sclerosis 
(MS) can cause both physical and cognitive disability [2,3]. 
However, no studies have explored abuse prevalence and 
risk factors in Italian individuals with MS [4]. 

AIMS

To estimate the prevalence of abuse in individuals with MS 
in Italy exploring a wide range of other SDH.

METHODS

The SocialMS is a cross-sectional observational study 
based on anonymous surveys submitted to patients followed 
up in 67 MS centers. Disability was self-assessed by the Pa-
tient Determined Disease Steps (PDDS) scale. Descriptive 
statistics, parametric and non-parametric tests and cluster 
analysis were performed; Gradient Boosting Machine (GBM) 
was used as an exploratory screening and logistic regression 
models were performed to quantify the impact of MS itself on 
increased risk of abuse. 

RESULTS

We included 1,004 patients (mean (sd) age: 44.1 (11.6), 
68.8% females, median (IQR) PDDS: 1.0 (0.0, 3.0)). A total 
of 235 individuals (23.4%) were victim of at least one form 
of abuse over the course of life: emotional or psychological 
(n=203, 20.2%, mainly in the workplace, in the relationship 
with the partner and within family), physical (n=56, 5.6%, 
mainly in the relationship with the partner and within family), 
financial (n=42, 4.2%, mainly in the relationship with the part-
ner and in the workplace) and sexual (n=25, 2.5%, mainly in 
the relationship with the partner, within family and in other con-
texts) (Figure 1). Victims of abuse were younger (p<0.001), 
lived alone (p=0.001), were smokers (p=0.018), with higher 
BMI (p<0.001) and comorbidities (p=0.036), younger at di-
agnosis (p=0.001) and more disabled (p=0.029). Abuse was 
more frequent in individuals who were females (p=0.048), 
non-heterosexual (p<0.001), with lower literacy (p=0.001) 
and with financial difficulties (p<0.001) but victims of abuse 
received more tangible support (p=0.004). Geographical 
area (South and Center vs North), lower literacy or educa-
tional level and financial difficulties had a stronger impact on 
financial abuse compared to other forms. According to GBM, 
the characteristics with higher relative influence in character-
izing the risk of any form of abuse were household income, 
BMI, age and age at diagnosis, personal income, living alone 
or only with children, sexual orientation and health literacy. A 
total of 539 individuals (54%) believed that MS itself could 
increase the risk of any forms of abuse, of whom 29 for per-

General Epidemiology ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20 Suppl. 1

© 2025 Ponzano M. et al..DOI: 10.54103/2282-0930/29250

CORRESPONDING AUTHOR: Ponzano Marta, ponzano.marta@gmail.com

(1)  Unit of Biostatistics, Department of Health Sciences, University of Genoa, Genoa, Italy
(2)  Multiple Sclerosis Clinical and Research Unit, Department of Systems Medicine, University of Rome Tor Vergata, Rome, Italy
(3)  TIMI Study Group, Division of Cardiovascular Medicine, Brigham and Women’s Hospital, Harvard Medical School, Boston, United 
States of America
(4)  Department of Advanced Medical and Surgical Sciences, University of Campania Luigi Vanvitelli, Naples, Italy
(5)  Department of Neurology and CRESM, University Hospital San Luigi Gonzaga, Orbassano, Italy
(6)  Department of Neurology, IRCCS Neuromed, Pozzilli (IS), Italy
(7)  Neurology Unit - MS Center, Fabrizio Spaziani Hospital, ASL Frosinone, Frosinone, Italy
(8)  IRCCS Ospedale Policlinico San Martino, Genoa, Italy

Ponzano Marta(1), Signori Alessio(1), Landi Doriana(2), Bellavia Andrea(3), Schiavetti Irene(1), Lavorgna Lui-
gi(4), Di Sapio Alessia(5), Fantozzi Roberta(6), Marinelli Fabiana(7), Marfia Girolama Alessandra(2), Sormani 
Maria Pia(1,8) 

Abuse in Individuals with Multiple Sclerosis: The 
SocialMS Italian Study

https://doi.org/10.54103/2282-0930/29250ù
mailto:ponzano.marta@gmail.com


98

General Epidemiology ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20. Suppl. 1

DOI: 10.54103/2282-0930/29250

REFERENCES

1.  Dobson R, Rice DR, D’hooghe M, et al. Social determi-
nants of health in multiple sclerosis. Nat Rev Neurol. 
2022;18(12):723–734. 

2.  Longobardi C, Badenes-Riber L. Vulnerability to violence 
and abuse among people with disabilities. Life Span and 
Disability. 2018; 21(1):7–29. 

3.  Hoogs M, Kaur S, Smerbeck A, et al. Cognition and Phys-
ical Disability in Predicting Health-Related Quality of Life 
in Multiple Sclerosis. International Journal of MS Care. 
2011;13(2):57–63. 

4.  Ponzano M, Fedriga MM, Signori A, et al. Social deter-
minants of health in multiple sclerosis in Italy: a scoping 
review. Multiple Sclerosis Journal. Under review. 

sonal experience, and factors associated in univariable anal-
ysis were progressive phenotype (OR=1.69 (95%CI=1.16; 
2.46)), longer disease duration (OR=1.02 (1.00; 1.03)), 
number of treatments (OR=1.11 (1.00; 1.23)) and greater 
PDDS (1.19 (1.11; 1.27)). However, PDDS was the only factor 
which was statistically significant in the multivariable model 
(OR=1.18 (1.09; 1.27)). Cluster analysis identified two sub-
groups of participants: in cluster 2 (n=157) all patients were 
victims of at least one form of abuse and experienced a great-
er number of forms of abuse compared to cluster 1 (medi-
an(IQR): 1.0 [1.0, 2.0] vs 0.0 [0.0, 0.0], p<0.001) and all 
the forms of abuse were more common (emotional or psycho-
logical abuse: 99.4% vs 5.5%; sexual abuse: 12.7% vs 0.6%; 
physical abuse: 23.6% vs 2.2%; financial abuse: 13.4% vs 
2.5%, p<0.001). Moreover, 68.8% of participants in cluster 
2 perceived the potential impact of MS itself on the increased 
risk of abuse, of whom 13.4% for personal experience.

CONCLUSION

We characterized abuse phenotypes from clustering, we 
conducted robust identification of independent predictors 
from high-dimensional ML-based screening of predictors, 
and we observed the impact of MS disability on risk of abuse. 
Findings show the necessity of 1) identifying actionable tar-
geted interventions to address modifiable SDH and to support 
victims of abuse (e.g., training of health-care providers, social 
and psychological services) , 2) treating the Person with MS, 
not only MS, 3) increasing the awareness among the health-
care practitioners and the general population that preventing 
MS-related disability can also have an impact on many hid-
den aspects of patients’ lives. This work emphasizes the eth-
ical and social importance of protecting the most vulnerable 
individuals.

Figure 1. Prevalence of abuse in a sample of 1,004 individuals with multiple 
sclerosis in Italy. Arrows show numbers of individuals reporting more forms 

of abuse
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INTRODUCTION

Multiple sclerosis (MS) is an autoimmune neurological 
disease, and the leading cause of neurological disability 
in adults. In Italy, 140,000 people were affected in 2024, 
with 3,600 new cases each year [1]. MS impacts patients’ 
physical, psychological, social, and economic well-being, 
leading to multifaceted care that includes disease-modifying 
drugs (DMDs), symptomatic therapies, and rehabilitation [2]. 
The most common form is relapsing-remitting MS, which can 
progress to secondary progressive MS over time. Around 
15% of patients have primary progressive MS from the on-
set, for which treatment options are limited. Initially, patients 
are referred to neurological services for diagnosis and DMD 
treatment. Still, many, especially those in the progression 
phase, are no longer followed by clinical centers as the dis-
ease progresses and DMDs become less effective [3]. These 
subjects often present severe forms of the disease and have 
a significant need for personal care and support, which the 
Italian system generally struggles to provide [4]. They are at 
risk of receiving suboptimal health care (sporadic access to a 
neurologist), and little, if any, multidisciplinary management is 
provided for their symptoms. 

Knowing the accessibility of health and social health ser-
vices that can meet the needs of people with MS is an impor-
tant element because it is an indirect indicator of the health 
system’s ability to coordinate and personalize care for people 
with MS for all phases of their disease.

This study aimed to use cluster analysis to identify rele-
vant subgroups based on the accessibility and satisfaction of 
health and social care services that meet the needs.

METHODS

Data were obtained from a national cross-sectional study 
conducted by the Italian Multiple Sclerosis Foundation in 2024, 
which investigated health and social care needs, including the 
use and satisfaction of local services.

The following variables were used to study the cluster profiles 
in the sample: Integrated Care Experience Scale; distance from 
health, basic necessities and transport services; adequacy of 
health services on your territory for your needs; completeness of 
care of symptoms and comorbidities by health specialists; knowl-
edge of MS by non-specialised MS health professionals; MS 
knowledge by social service workers; level of knowledge of the 
functioning of and access to social and health services; ability of 
the clinical centre to refer to specialists for MS symptom manage-
ment and comorbidities; capacity of the clinical centre to orien-
tate towards rehabilitation services. All variables are based on a 
Likert scale. Min-max normalization was applied to rescale con-
tinuous variables to a 0–1 range. All observations with missing 
values were excluded, resulting in a final sample of N = 7,419.

To reduce dimensionality, we applied ISOMAP, as the data 
were not standardized, and to capture potential non-linear struc-
tures. We selected 5 components, as they jointly explained 85% 
of the total variance, based on a preliminary Principal Compo-
nent Analysis (PCA).
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Subsequently, we performed clustering using the Densi-
ty-Based Spatial Clustering of Applications with Noise (DB-
SCAN) algorithm [5]. This method is suitable for identifying 
non-spherical clusters, automatically estimates the optimal 
number of clusters, and handles outliers effectively.

We performed a grid search to optimize the neighbor-
hood radius (ε) and the minimum number of points (minPts) for 
clustering. We selected configurations with a silhouette score 
> 0.5, 2–5 clusters for meaningful and interpretable segmen-
tation, and <25% outliers to prevent excessive data loss.

The final parameters were ε=0.54 and minPts=19.
Differences between profiles in terms of sociodemograph-

ic and clinical characteristics were analyzed using the χ² test 
for categorical variables and the ANOVA test for continuous 
variables. Statistical significance was set at α = 0.05. When 
ANOVA test yielded significant results, Bonferroni post-hoc 
comparisons were conducted. Cluster analysis was per-
formed with MATLAB 2024b.

RESULTS

Five clusters, including 7,188 subjects, were identified; DB-
SCAN failed to assign 231 individuals to any dense region, 
and they were therefore categorized as outliers (cluster -1) 
and removed.

These five distinct profiles reflected varying levels of access 
and satisfaction with health and social care services in relation 
to individual needs. They were categorized as follows (Fig.1):

 - Low access and poor satisfaction with services re-
ceived (19.6%);

 - Low to moderate access, with more complete health 
services received for the management of symptoms and 
comorbidities (32.7%);

 - Moderate access, with better perceived adequacy 
of health services (3.6%);

 - Fair access, with good perceived adequacy and 
completeness of services for managing symptoms and co-
morbidities (7.6%);

 - Sufficient access, meeting basic health and social 
care needs (36.6%).
Each cluster demonstrated different demographic and 

clinical patterns, delineating distinct types of service access. 
Notably, profile 1 included individuals with MS who were 
older, lived mainly in the south/islands, had a lower educa-
tional level, a longer disease duration, higher levels of dis-
ability, less use of DMD, and reported more comorbidities. 
This finding lends support to the hypothesis that individuals af-
fected by more severe forms of the disease and greater care 
demands frequently face unmet needs, in part due to systemic 
limitations within the Italian healthcare system.

CONCLUSION

Identifying the accessibility profile of services is useful be-
cause it could address the health system across targeted care 
management strategies. This is important in order to save costs 
and improve the effectiveness of services for groups with dif-
ferent care needs.
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Figure 1. Radar plots displaying rescaled mean values for each profile. Each plot illustrates the mean values of variables within a profile, 
with all axes scaled to the [0, 1] interval

A) Integrated Care Experience Scale; B) Distance from health, basic necessities and transport services; C) Completeness of care of symptoms and comorbid-
ities by health specialists; D) Adequacy of health services on your territory for your needs; E) Knowledge of MS by non-specialised MS health professionals; 
F) MS knowledge by social service workers; G) Level of knowledge of the functioning of and access to social and health services; H) Ability of the clinical 

centre to refer to specialists for MS symptom management and comorbidities; I) Capacity of the clinical centre to orient towards rehabilitation services
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INTRODUCTION

Neoplasms of the lymphatic system, and in particular lym-
phoma, represent the most common hematopoietic tumors in 
dogs and share many similarities with human non-Hodgkin 
lymphomas (NHLs), both in terms of clinical behavior and cy-
to-histopathological and immunophenotypic characteristics 
[1]. Epidemiological data on the incidence of NHLs place 
them among the top ten cancers by frequency in Italy, equally 
for men and women, equal to about 3% of all neoplasms. The 
analysis of incidence trends confirms a substantial stabiliza-
tion of the increase in new cases in recent years.

In veterinary medicine, unfortunately, the acquisition of re-
liable epidemiological data is difficult, due to the few animal 
tumor registries present throughout the national territory. The 
scientific literature on the subject provides fragmentary values 
showing that lymphoma is, even in the canine species, a very 
represented neoplastic disease, with incidence rates of 22.9 
in females and 19.9 in males [2].

AIMS

The aims of our observational retrospective study were 
to analyze the territorial distribution of canine lymphomas in 
Umbria region and to identify potential risk factors.

METHODS

A ten-year dataset of canine lymphoma cases examined 
at the histopathological diagnostic laboratory of the Istituto 
Zooprofilattico Sperimentale dell’Umbria e delle Marche 
“Togo Rosati” was evaluated. The study cohort included 
4946 dogs, divided into two groups: 202 dogs diagnosed 
with lymphoma (group K) and 4744 dogs without neoplas-
tic conditions (group NT). Dogs diagnosed with neoplasms 
other than lymphoma were excluded. Data were collected 
on individual characteristics including age, sex, breed, body 
size, geographical location, housing conditions, and dietary 
habits.  Descriptive analysis was carried out using mean and 
standard deviation (±sd) or median and interquartile range 
(IQR) and n (%). Normality distribution for quantitative varia-
bles was assessed by the Shapiro-Wilk Test. The association 
between categorical data was investigated by Pearson χ2 
or Fisher’s exact test and the Student’s t‐test for independent 
data  or analogue non-parametric test (Wilcoxon rank sum 
test). Complementary log-log (cloglog) model was applied 
to identify the mutually adjusted effect among K/NT groups 
and the independent variables. A statistical significance was 
set at the level of ≤0.05. All analyses were performed using 
Stata software v18.0 MP (StataCorp, College Station, USA), 
GraphPad Prism 10 and geospatial mapping conducted with 
QGIS 3.40.4.
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RESULTS

Among the 4946 dogs, females were 51.3%, and the mean 
age was 8.7±3.5 years. A significant lower age was revealed 
in K group (8.7±3.5 years) vs NT group (9.4±3.3 years), with 
p=0.004. A statistically association was found between die-
tary habits and lymphoma group (p<0.001). No significant 
relationships were observed regarding sex, breed, housing 
conditions, or urban versus rural habitat. Cloglog model shows 
that the occurrence of lymphoma diagnosis increased, inde-
pendently of other variables, for each increment of 1 year of 
age (OR 1.05, 95%CI: 1.01-1.09, p=0.017), with a mixed diet 
(OR 2.83, 95%CI 1.04-7.70, p=0.041) and be included in the 
risk breeds (OR 1.36, 95% CI 1.00-1.86, p=0.05). Among 
diagnosed cases, the most frequent topographical sites were 
spleen (27.2%), and lymph nodes (26.2%), followed by gas-
trointestinal tract (20.3%) and skin (20.8%). Geospatial anal-
ysis revealed case clusters within several municipalities in the 
Umbria region, which could be suggestive of environmental 
exposure patterns requiring further investigation.

CONCLUSIONS

Previous studies have shown that specific chemical expo-
sures are associated with the risk of contracting lymphoma in 
dogs, such as commercially applied herbicides, the domes-
tic use of paints and some solvents. Environmental exposures 
have also been associated, including proximity to industrial 
areas, waste incinerators, polluted sites, exposure to radia-
tion, electromagnetic fields and secondhand smoke. As with 
dogs, exposure to these factors is associated with an increased 
risk of lymphoma in humans [3]. The study of the behavior of 
spontaneous dog tumors and the possible role played by in-
trinsic risk factors (e.g. sex, breed, etc.) and extrinsic risk fac-
tors (e.g. environmental factors) in the determinism of the tum-
ors themselves, can therefore provide useful indications for the 
prevention of neoplasms affecting humans and constitute an 
integrated system of permanent epidemiological surveillance. 

This study stresses the value of veterinary tumor registries 
and the potential of dogs as spontaneous models for human 
cancer epidemiology. It also confirms the importance of die-
tary and environmental risk factors in the development of lym-
phoma in dogs, reinforcing the need for targeted preventive 
strategies and more structured surveillance systems.

REFERENCES

1.  Zandvliet M., Canine lymphoma: a review. Veterinary 
Quarterly, 2016; 36(2), 76–104.

2.  Comazzi S., Marelli S., Cozzi M. et al. Breed-associated 
risks for developing canine lymphoma differ among coun-
tries: an European canine lymphoma network study. BMC 
Vet Res, 2018; 14, 232

3.  Luethcke K.R., Trepanier L.A., Tindle A.N. et al. Environ-
mental exposures and lymphoma risk: a nested case–
control study using the Golden Retriever Lifetime Study 
cohort. Canine Med Genet, 2022; 9, 10.
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INTRODUCTION

Scientific literature reports high geographical variability 
in migrants’ health status and access to healthcare services 
in Europe and inconsistent evidence on their access to Emer-
gency Department (ED) respect to natives [1-3]. Neverthe-
less, migrants’ accesses to ED for non-urgent conditions, pre-
senting as “walk-ins”, and during unsocial hours seems to be 
higher than natives [4-5].

AIM

We want to investigate whether people coming from High 
Migratory Pressure Country access to the ED differently than 
Italians and to explore differences according to their demo-
graphic characteristics and clinical presentation, in Marche 
Region between 2011 and 2023, using healthcare utilization 
databases. 

METHODS

In this cross-sectional study, we used the Emergency De-
partment and the Regional Beneficiary databases of the Re-
gional Healthcare System as data sources. In this study, resi-
dents in the Marche Region were distinguished by citizenship 

as Migrants, considering only those who came from High 
Migration Pressure Countries (HMPC) [6], and Italians. Sex, 
age, arrival mode (walk-in, ambulance, other emergency 
medical services), access time (daytime: 8:00-20:00; night-
time: 20:00-8:00), and distribution of main access diagnosis 
(first three digits of ICD-9 CM code) were analyzed by citi-
zenship.

ED admission rates per 1,000 person-years (py) were 
standardized by age and stratified by sex using the direct 
method and the Italian ISTAT population as of January 1, 
2019, as the standard population [7]. The standardized rate 
ratios (SRRs) were calculated as the ratio of HMPC to Italian 
rates and estimated with a 95% confidence interval (95%CI). 
SRRs were also stratified by three age groups (0-19, 20-65, 
over 65 years) and by triage categories based on priori-
ty: emergent (red), urgent (yellow, orange, blu), less urgent 
(green), non-urgent (white), according to the new Regional 
Guidelines, DGR n. 1457/2019. All data were processed in 
compliance with the European (GDPR, EU 2016/679) and 
national privacy laws (D.lgs. 196/2003 and subsequent 
amendments).    

RESULTS

In the period 2011-2023, there were 5,189,603 visits to 
the ED for Italians and 442,514 for HMPCs, corresponding 
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to 1,253,820 and 114,503 subjects, respectively. In the entire 
period, HMPC subjects accessing the ED were younger (mean 
age, SD: 33, 18 years) and more frequently female (54%) 
than Italians (mean age, SD: 50, 27 years; female: 49%). Both 
HMPCs and Italians presented to the ED more frequently as 
“walk-ins” (79% vs 73% respectively), in ambulance (12% vs 
17% respectively), and at night (66% and 64% respectively). 
The most frequent main access diagnoses were “trauma or 
poisoning” (27% Italians vs. 21% HMPC), followed by “symp-
toms, signs, ill-defined conditions and unknown causes of mor-
bidity” (16% Italians vs. 18% HMPC), in both populations.

Overall standardized ER access rates for Italians and 
HMPCs were 279.1 per 1,000 py (95%CI 279.1 - 279.2) and 
275.6 per 1,000 py (95%CI 275.5 - 275.6), respectively. Ex-
cluding the pandemic years, the lowest values were observed 
in 2012 (266 per 1,000 py) in Italians and in 2015 (250 per 
1,000 py) in HMPCs, while the highest values were observed 
in 2019 (321 and 317 per 1,000 py, respectively) for both 
populations. During the pandemic years, as expected, a de-
crease in access rates was observed in both populations (213 
and 240 for Italians versus 212 and 249 for HMPCs in 2020-
2021, respectively).

SRRs showed that HMPC men had lower access rates than 
Italian men between 2012 and 2020, while HMPC women 
had lower access rates than Italian women between 2014 and 
2018; SRRs were above 1 in other years (Figure 1).

In the stratified analysis by age group, the standardized 
ED access rates and SRRs comparing the HMPC with Italians 
were: 341.7 versus 314.7 in the 0-19 age group (SRR 1.085, 
95%CI 1.085-1.086); 272.6 versus 231.8 in the 20-65 age 
group (SRR 1.176, 95%CI 1.176-1.176); 243.0 versus 381.9 
in the over 65 age group (SRR 0.636, 95%CI 0.636-0.637).

Overall, ED admission rates standardized by HMPC and 
Italian triage categories were, respectively: emergent 4.9 vs 
6.4 per 1000 py (SRR 0.757, 95%CI 0.756-0.758); urgent 
68.6 vs 75.1 per 1000 py (SRR 0.913, 95%CI 0.913-0.914); 
less urgent 169.7 vs 171.3 per 1000 py (SRR 0.991, 95%CI 
0.991-0.991); non-urgent 24.9 vs 18.9 per 1000 py (SRR 
1.317, 95%CI 1.316-1.318).

CONCLUSIONS

The use of healthcare utilization databases has allowed 
us to assess the heterogeneity of emergency department ac-
cess in Migrant and Italian populations. However, analyses 
stratified by age and triage highlighted a higher emergency 
department access in Migrants younger than 65 years and 
for non-urgent conditions compared to Italian citizens. Further 
analyses are needed to identify factors associated with dif-
ferent emergency department access based on citizenship, in 
order to promote healthcare strategies for appropriate access 
to emergency care.
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Figure 1 - Standardized Rate Ratios (95% CI) between emergency department access rates of Migrants from 
High Migratory Pressure Country and Italians in the Marche Region (2011-2023)
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INTRODUCTION

A decline in semen quality has been documented over 
recent decades, possibly linked to rising rates of obesity, un-
healthy diets, and exposure to environmental toxins, although 
the exact causes remains a topic of debate [1]. Recreation-
al physical activity (PA) has been associated with numerous 
heath benefits, including the prevention of chronic diseases 
and the promotion of overall well-being, and it is strongly rec-
ommended by the World Health Organization (WHO) and 
various Scientific Societies.

Physical activity is hypothesized to have a positive effect 
on semen quality due to its favorable impact on metabolic 
and endocrine functions [2]. However, excessive physical 
activity may have the opposite effect, potentially leading to 
reduced semen quality and fertility. This may be due to im-
paired function of the hypothalamic-pituitary-gonadal axis, 
increased oxidative stress, and chronic inflammation [3–5].

AIMS

To investigate this topic and add evidence, we conducted 
a cohort study aimed to assess the relationship between PA 
intensity and semen quality – measured by sperm concentra-
tion, total and progressive motility, and proportion of normal 
morphology cells - in a population of healthy young men liv-
ing in Brescia, North Italy.

MATERIALS AND METHODS

A prospective study within the FAST randomized trial was 
conducted between April 2018 and June 2019 [6]. Semen 
quality parameters were assessed at the enrollment (baseline) 
and again after 4 and 8 months. Each semen sample was 
collected in a sterile container via masturbation after a period 
of sexual abstinence lasting at least 3 days and no more than 
5 days. Samples were delivered to the laboratory within 30–
40 minutes of collection, and a portion of each sample (<50 
μl) was immediately processed for semen analysis (spermi-
ogram). Additionally, a 20 ml blood sample was collected 
from each participant under fasting conditions.

PA was assessed at baseline and after 4 and 8 months 
using the International Physical Activity Questionnaire (IPAQ), 
which evaluates various types of activity - including walking, 
moderate-intensity, and vigorous-intensity activities - and es-
timates the total energy expenditure expressed in Metabolic 
Equivalent of Tasks (METs).

Due to the longitudinal nature of the data, a linear mixed 
model with robust variance estimation was used to assess the 
association between PA with sperm concentration. A gen-
eralized linear mixed model with a Poisson distribution was 
applied to evaluate total, progressive motility and normal 
morphology cell counts, using the total number of cells as an 
offset.

Restricted spline regression models were fitted to model 
the potential nonlinear shape of the associations between to-
tal PA and semen parameters.
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RESULTS

A total of 143 young healthy men (median age 20 years, 
IQR 19-21 years) participated in the study. The majority were 
engaged in moderate (45%) or high (43%) recreational PA, 
with a median expenditure of 1,960 (95% confidence inter-
val, 1,055–3,182) Metabolic Equivalent of Tasks in min/wk.

The main results are presented in Table 1. An increase in 
total sperm  motility (IRR 1.11, 95% CI, 1.05-1.17) and normal 
morphology (IRR 1.18, 95% CI, 1.03-1.35) was observed 
among participants engaged in moderate PA. Conversely, 
an inverse association was observed for walking and vigor-
ous-intensity PA. No association was observed between PA 
and sperm concentration.

An inverse U-shape relationship was identified, with the 
highest values of total sperm motility and normal morphology 
occurring at intermediate levels of PA. No statistically signif-
icant trend was found for sperm concentration, although a 
U-shaped relationship association was suggested by the re-
stricted cubic spline model.

CONCLUSIONS

Our findings are consistent with several studies previously 
conducted on healthy young men from the general popula-
tion, as well as on male partners of infertile couples, which 
have shown that individuals engaging in moderate-to-high 
levels of physical activity tend to exhibit better semen quality 
compared to those with sedentary lifestyles or very high levels 
of activity. The results support current recommendations to en-
gage in moderate physical activity to promote overall health, 
including improvement  in semen quality [7]. Future research 
should investigate the mediating role of DNA methylation in 
the relationship between physical activity and semen quality.
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Table 1. Multivariable association estimates between physical activity levels and semen quality parameters

Sperm concentration (106/ml) Total motility (%) Cell with normal morphology (%)

Physical activity  (95% CI) IRR (95% CI) IRR (95% CI) 

IPAQ (x1000 MET) 0.52
(-0.83,1.9)

0.98
(0.97,0.99)

0.99
(0.97,1.00)

IPAQ category

Low Ref Ref Ref

Moderate -8.40
(-17,-0.53)

1.11
(1.05,1.17)

1.18
(1.03,1.35)

Intense -3.30
(-13,6.7)

1.01
(0.94,1.07)

1.09
(0.95,1.26)

Walking METs (x1000 METs) -0.73
(-3.8,2.3)

0.95
(0.93,0.98)

0.94
(0.89,0.99)

Moderate METs (x1000 METs) 1.80
(-0.85,4.4)

1.00
(0.99,1.02)

1.00
(0.97,1.04)

Vigorous METs (x1000 METs) 0.54
(-1.4,2.5)

0.97
(0.96,0.98)

0.99
(0.97- 1.01)

Statistically significant at α=0.05
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INTRODUCTION

Assessment of the applicability of primary studies to the 
review questions is an essential but often challenging aspect 
of systematic reviews of diagnostic test accuracy studies (DTA 
reviews). 

OBJECTIVES

To explore review authors’ applicability assessments for 
the QUADAS-2 reference standard domain within Cochrane 
DTA reviews, by highlighting applicability concerns, identify-
ing potential issues with assessments. Using the findings to de-
velop a framework for assessing the applicability of the target 
condition as defined by the reference standard.

METHODS

Methodological review. DTA reviews in the Cochrane Li-
brary that used QUADAS-2 and judged applicability for the 
reference standard domain as “high concern” for at least one 
study, were eligible. One reviewer extracted the rationale for 
the “high concern”, this was checked by a second review-
er. Two reviewers categorized the rationale inductively into 
themes, a third reviewer verified these. Discussions in the 
QUADAS development group (steering group and expert 
panel) regarding the extracted information informed frame-
work development. 

RESULTS

We identified 50 eligible reviews. We identified potential 
issues over half (n=28) of the included reviews. In 7, applica-
bility assessments deviated from QUADAS-2 definitions and 
in 21 applicability concerns were insufficiently described. Five 
themes emerged in the remainder: study uses different refer-
ence standard threshold to define the target condition (6 re-
views), misclassification by the reference standard in the study 
such that the target condition in the study does not match the 
review question (11 reviews), reference standard could not be 
applied to all participants resulting in a different target condi-
tion (5 reviews), misunderstanding QUADAS-2 applicability 
(7 reviews), and insufficient information (21 reviews). 

The Figure shows the framework that was informed by 
our findings and discussions. Our framework outlines four 
potential applicability concerns for the assessment of the tar-
get condition as defined by the reference standard: different 
sub-categories of the target condition, different threshold used 
to define the target condition, reference standard not applied 
to full study group, and misclassification of the target condi-
tion by the reference standard (Figure). 

CONCLUSION

Clear sources of applicability concerns are identifiable, 
but several Cochrane review authors struggle to adequately 
identify and report them. We have developed the first appli-
cability framework to guide review authors in their assessment 
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of applicability concerns for the QUADAS reference standard 
domain. The development of a framework for the QUADAS-2 
domains Patient selection and Index Test are ongoing. 

Figure 1.  Framework for assessing the applicability of the target condition in diagnostic research
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INTRODUCTION

The QUADAS‐2 tool, published in 2011, was designed to 
evaluate the risk of bias and applicability of diagnostic test 
accuracy (DTA) studies. The publication reporting QUADAS-2 
has been cited over 12, 000 times and it is the recommended 
tool to assess risk of bias and applicability of studies for major 
HTA organizations. Although feedback on QUADAS-2 has 
generally been positive, some signaling questions have been 
identified as problematic and the tool could be improved 
based on features included in more recently developed tools.

OBJECTIVES

To update QUADAS-2 to develop the new QUADAS-3 
tool.

METHODS

We established a core-group of methodological experts 
to lead the development of the QUADAS-3 tool supported by 
a wider steering group.

We followed the following steps:
 - Summarised modifications made to QUADAS-2 for 

the Cochrane Handbook
 - Web-based survey of reviewers that have used 

QUADAS-2
 - Considered developments from more recent tools in 

terms of tool structure and implementation 
 - Undertook a review of methodological studies that 

had evaluated QUADAS-2
 - Undertook a review of 50 Cochrane DTA reviews to 

highlight challenges with the assessment of applicability 
We have produced a draft tool which has undergone pi-

loting. The results of the piloting, which also included a com-
parison of the use of signalling questions with signalling state-
ments, was used to inform the final version of the tool.

RESULTS

The new tool follows a similar structure to the QUADAS-2 
tool but with some major updates.  Key changes include:   

 - An option to define separate synthesis questions 
rather than just a single review question

 - A new section on defining the ideal test accuracy 
trial for each synthesis question

 - Assessment of risk of bias and applicability at the 
accuracy estimate level rather than the study level

 - A change in answers to signaling questions to in-
clude options of “probably yes” and “probably no” and 
to replace “unclear” with “no information”

 - Replacement of “Flow and Timing domain” with new 
“Analysis” domain

 - Changes to some signaling questions
 - Inclusion of a  section for judging overall risk of bias 

and applicability (across domains)
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CONCLUSIONS

The QUADAS-3 tool incorporates several changes com-
pared to the previous version (QUADAS-2) which we hope 
will improve its validity, usability, and usefulness. QUADAS-3 
will be introduced at the conference and the results of piloting 
discussed.
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INTRODUCTION

Diagnostic test accuracy (DTA) systematic reviews bring 
together findings from DTA studies to summarise the accuracy 
of a diagnostic test. Studies included in a DTA review should 
be assessed for risk of bias and applicability concerns, be-
cause a review of biased studies, or studies that do not ap-
ply directly to the review question, could result in misleading 
conclusions. Studies are most commonly assessed with the 
QUADAS-2 tool. Anecdotal evidence has suggested that re-
searchers sometimes struggle to differentiate between risk of 
bias and applicability. Here, we investigate this distinction for 
the patient selection and index test domains.

OBJECTIVES

To develop a framework for assessing the applicability of 
the study target population and the study index test to the re-
view defined target populations and index test(s). We aimed 
to explore review authors’ applicability assessments for the 
QUADAS-2 patient selection and index test domains, to in-
form the framework.

METHODS

DTA reviews were eligible for inclusion if they were pub-
lished in the Cochrane Library, had used QUADAS-2, and 
had at least one study rated as “high concerns” for appli-

cability of the patient selection or index test domain. Review 
selection was checked by a second reviewer. From each 
review, we extracted article identifiers such as title, authors 
and publication date, extracted the primary objectives an el-
ements of review questions: population, index test(s), target 
condition, reference standard. For each review, we extract-
ed the rationale provided by the authors for “high concerns” 
applicability judgements for the respective domains. We also 
extracted author’s rules how to assess applicability concern 
with QUADAS-2, whenever it was tailored to the review top-
ic. One reviewer assessed these rationales and rules, which 
were verified by another. We also recorded any other issues 
that arose as part of the applicability assessment, such as sub-
optimal reporting or erroneous applicability assessment. Two 
reviewers categorized the rationales inductively into themes, 
which will be discussed in the QUADAS steering group. The 
final framework will be informed by the identified themes and 
thorough group discussions. 

RESULTS

This review is in progress. Of the 186 available Cochrane 
DTA reviews, 123 met our inclusion criteria: 110 for the pa-
tient selection domain, 75 the index test domain. The data ex-
traction process is ongoing and final results will be presented 
at the conference. The majority of the more recent Cochrane 
DTA reviews include guidance tailored to the review’s top-
ic. Review authors typically have a broad review question, 
whereas signaling questions tailored to the review’s topic are 
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more restrictive. Several themes emerged in the patient se-
lection domain. These include: study setting not matching the 
review question, study unit not matching the review study unit 
(lesion level versus patient level); study’s target condition not 
meeting the review’s target condition (in-vitro versus in-vivo); 
study’s disease spectrum not covering the review’s targeted 
disease spectrum (i.e. due to sampling methods, choice of se-
lection criteria; inappropriate exclusions) and study’s indica-
tion for testing not sufficiently matching the reviews indication. 
In the index test domain, themes identified so far include a 
mismatch in the study and the review with respect to: index 
test technology; test protocol; thresholds to define the target 
condition; clinical background of the examiner; experience of 
the examiner; use of consensus test interpretation rather than 
use of the interpretation of a single examiner, use of clinical 
information. In both domains, a number of reviews  misunder-
stood QUADAS-2 applicability or provided insufficient infor-
mation on the rationale for high concerns. Once all themes 
are identified, the framework will be developed and present-
ed as SISMEC. 

CONCLUSIONS

Clear sources of applicability concerns are identifiable, 
but several Cochrane review authors struggle to adequate-
ly identify and report them. At SISMEC, we will present the 
applicability framework to guide review authors in their as-
sessment of applicability concerns for the QUADAS patient 
selection and index test domains
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INTRODUCTION

Diagnostic test accuracy (DTA) systematic reviews bring 
together findings from DTA studies to summarise the accuracy 
of a diagnostic test. Studies included in a DTA review should 
be assessed for risk of bias and applicability concerns, be-
cause a review of biased studies, or studies that do not ap-
ply directly to the review question, could result in misleading 
conclusions. Studies are most commonly assessed with the 
QUADAS-2 tool. Anecdotal evidence has suggested that re-
searchers sometimes struggle to differentiate between risk of 
bias and applicability. Here, we investigate this distinction for 
the patient selection and index test domains.

OBJECTIVES

To develop a framework for assessing the applicability of 
the study target population and the study index test to the re-
view defined target populations and index test(s). We aimed 
to explore review authors’ applicability assessments for the 
QUADAS-2 patient selection and index test domains, to in-
form the framework.

METHODS

DTA reviews were eligible for inclusion if they were pub-
lished in the Cochrane Library, had used QUADAS-2, and 
had at least one study rated as “high concerns” for appli-

cability of the patient selection or index test domain. Review 
selection was checked by a second reviewer. From each 
review, we extracted article identifiers such as title, authors 
and publication date, extracted the primary objectives an el-
ements of review questions: population, index test(s), target 
condition, reference standard. For each review, we extract-
ed the rationale provided by the authors for “high concerns” 
applicability judgements for the respective domains. We also 
extracted author’s rules how to assess applicability concern 
with QUADAS-2, whenever it was tailored to the review top-
ic. One reviewer assessed these rationales and rules, which 
were verified by another. We also recorded any other issues 
that arose as part of the applicability assessment, such as sub-
optimal reporting or erroneous applicability assessment. Two 
reviewers categorized the rationales inductively into themes, 
which will be discussed in the QUADAS steering group. The 
final framework will be informed by the identified themes and 
thorough group discussions. 

RESULTS

This review is in progress. Of the 186 available Cochrane 
DTA reviews, 123 met our inclusion criteria: 110 for the pa-
tient selection domain, 75 the index test domain. The data ex-
traction process is ongoing and final results will be presented 
at the conference. The majority of the more recent Cochrane 
DTA reviews include guidance tailored to the review’s top-
ic. Review authors typically have a broad review question, 
whereas signaling questions tailored to the review’s topic are 
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more restrictive. Several themes emerged in the patient se-
lection domain. These include: study setting not matching the 
review question, study unit not matching the review study unit 
(lesion level versus patient level); study’s target condition not 
meeting the review’s target condition (in-vitro versus in-vivo); 
study’s disease spectrum not covering the review’s targeted 
disease spectrum (i.e. due to sampling methods, choice of se-
lection criteria; inappropriate exclusions) and study’s indica-
tion for testing not sufficiently matching the reviews indication. 
In the index test domain, themes identified so far include a 
mismatch in the study and the review with respect to: index 
test technology; test protocol; thresholds to define the target 
condition; clinical background of the examiner; experience of 
the examiner; use of consensus test interpretation rather than 
use of the interpretation of a single examiner, use of clinical 
information. In both domains, a number of reviews  misunder-
stood QUADAS-2 applicability or provided insufficient infor-
mation on the rationale for high concerns. Once all themes 
are identified, the framework will be developed and present-
ed as SISMEC. 

CONCLUSIONS

Clear sources of applicability concerns are identifiable, 
but several Cochrane review authors struggle to adequate-
ly identify and report them. At SISMEC, we will present the 
applicability framework to guide review authors in their as-
sessment of applicability concerns for the QUADAS patient 
selection and index test domains.
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INTRODUCTION

Physical activity (PA) in childhood is widely recognized 
as a critical determinant of long-term health, contributing to 
cardiovascular function [1], cognitive development [2], and 
overall quality of life [3], [4]. However, insufficient PA during 
childhood is a significant public health concern, associated 
with increased risk of obesity [5], cardiovascular disorders 
[6], and type 2 diabetes [7]. The World Health Organization 
(WHO) recommends that children aged 5-17 years engage 
in at least 60 minutes of moderate-to-vigorous physical activ-
ity (MVPA) daily and vigorous physical activity (VPA) at least 
three times per week [8]. Despite these guidelines, a consid-
erable proportion of children fail to achieve these targets [9]. 
Understanding the factors influencing children’s PA patterns, 
including socio-demographic, parental, and lifestyle char-
acteristics, is essential for developing effective public health 
interventions [10].

OBJECTIVES

This study aimed to assess the levels of PA among Italian 
children aged 8-9 years, evaluating their compliance with the 
2020 WHO recommendations for MVPA and VPA [8]. Addi-
tionally, it aimed to explore potential statistical associations 
between PA levels and socio-demographic, familial, and life-
style factors.

METHODS

A cross-sectional, population-based study was conduct-
ed using data from the 2023 round of the “OKkio alla SA-
LUTE” surveillance system, involving 42,873 third-grade chil-

dren (aged 8-9 years) across Italy. Data were collected from 
March to June 2023 through stratified cluster sampling, with 
classes as primary sampling units. Information on PA, dietary 
habits, screen time, and socio-demographic characteristics 
was collected via parent, teacher, and student questionnaires. 
PA levels were categorized as follows: MVPA (≥5 days a 
week) and VPA (≥3 days per week). Logistic regression mod-
els were used to evaluate the association between PA levels 
and independent variables, adjusting for the complex survey 
design, including dietary habits [11] (such as fruit and/or 
vegetables daily consumption, breakfast daily consumption), 
sedentary behaviour, parental education [12], and financial 
status [13], using a nationally representative sample.

RESULTS

Of the 42,873 children surveyed, 51.3% were boys, and 
48.7% were girls. Among these, 63.5% were aged 8 years, 
and 36.5% were aged 9 years. Regionally, 50.6% resided in 
the North, 20.5% in the Centre, and 28.9% in the South. Nu-
tritional habits showed that 59.8% consumed fewer than two 
servings of fruit and/or vegetables daily, while 68.8% had 
breakfast every day. In terms of sedentary behavior, 55.3% 
spent less than two hours per day in front of screens. Parental 
education varied, with 33.2% of mothers and 21.4% of fa-
thers holding high qualifications. Financial status was good 
for 49.6% of families, while 5.0% faced significant economic 
difficulties.

PA data revealed that 30.2% engaged in VPA at least 
three days per week, while 32.9% met the MVPA criteria for 
at least five days per week. Boys were more likely to engage 
in both VPA (63.7%) and MVPA (54.1%) than girls. High-
er parental education was positively associated with VPA 
but negatively related to MVPA: for example, children with 
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highly educated mothers (33.2%) and fathers (21.4%) were 
more likely to engage in VPA at least three days per week, 
while children with parents with lower education levels were 
less active. In contrast, a higher proportion of children with 
medium or low parental education engaged in MVPA for at 
least five days per week, indicating a complex relationship 
between educational level and PA. Children with better finan-
cial status were also more likely to be active, aligning with the 
descriptive statistics.

Logistic regression models confirmed these descriptive 
findings, indicating that gender, parental education, dietary 
habits, and lower sedentary behavior were consistent pre-
dictors of PA. Overall, these models validate the observed 
descriptive trends, confirming that socio-demographic and 
behavioral factors are critical determinants of PA.

CONCLUSIONS

This study confirms significant socio-demographic and be-
havioral disparities in PA levels among Italian children, with 
gender, parental education, and dietary habits emerging as 
critical determinants. These findings highlight the importance 
of tailored public health strategies to promote PA in early 
childhood, addressing socio-economic barriers and encour-
aging healthy lifestyle choices to reduce the long-term burden 
of physical inactivity [14], [15], [9], [16].
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INTRODUCTION

In recent years, telemedicine has become increasingly 
widespread, with a marked rise in adoption during the COV-
ID-19 pandemic. During the period of restrictions, telemed-
icine resulted to be particularly useful for managing various 
types of outpatient visits, both initial and follow-up. Several 
clinical studies have assessed the impact of telemedicine 
on patient compliance during the COVID-19 pandemic [1]. 
However, it remains unclear whether its use continued to grow 
in the post-pandemic period. This may depend on factors such 
as the efficiency of the telemedicine tools provided, the pres-
ence of a supportive organizational structure or patient’s atti-
tudes toward telemedicine [2].

OBJECTIVES

This study aimed to identify the typical patient using on-
line monitoring, analysing demographics such as age, gen-
der, and region, along with physician characteristics. It also 
examined which clinical units achieved the largest growth in 
telemedicine use. A secondary goal was to explore how pa-
tient preferences evolved over time. The analysis focused on 
telemedicine data from San Raffaele Hospital in Milan. The 
study period spanned from March 2020 to December 2024.

METHODS 

Longitudinal data on visit frequency for patients aged over 
18 years were analyzed, focusing on individuals with at least 
two visits during the study period. Generalized linear mixed 
models (GLMMs) with a random intercept for patient were 
used to account for within-subject correlation [3]. The outcome 
variable (visit count) was modeled using a negative binomial 
distribution due to overdispersion [4]. Two separate models 
were estimated to evaluate the characteristics of the visit and the 
ones of the patient. For the first case, the fixed effects included 
clinical unit, visit type, physician characteristics, and semester. 

For the second case, fixed effects included patient characteris-
tics, region, and semester. To further investigate the variability in 
the number of visits, aggregated visit counts were calculated by 
clinical unit, gender, geographical area, and year. A GLMM 
was fitted, incorporating a random intercept for clinical unit to 
account for repeated measures within each statistical unit. In 
this analysis, the number of visits was modeled using a Poisson 
distribution, given the absence of overdispersion.

RESULTS

In general, the clinical unit with the highest number of visits 
was psychology, likely due to the nature of the visits them-
selves. Consequently, it was selected as the reference catego-
ry in subsequent analyses. Results from the GLMM focusing 
on visit characteristics revealed the highest number of visits 
per patient in diabetology unit compared to psychology unit 
(p=0.013). The semester variable was always positively sig-
nificant, indicating a constant increase in visits over time com-
pared to the reference category, i.e. the first semester of 2021 
(all p<0.001). The only negative estimate was observed for 
the first semester of 2020 (p<0.001), reflecting the impact of 
the first wave of the COVID-19 pandemic.

In the analysis on patient characteristics, overall Gener-
ation X showed the highest number of online visits. This trend 
was confirmed by the GLMM results, in which all other gener-
ational groups (i.e., Greatest and Silent Generations, Boom-
ers, Millennial, and Generation Z) had significantly fewer 
visits compared to Generation X. Again, the semester variable 
was positively associated with visit frequency, indicating a 
continuous increase over time respected to the first semester 
of 2021 (all p<0.001), except for the first semester of 2020 
(p<0.001). Male patients had significantly fewer visits than 
female patients (p<0.001).

Finally, analyzing the visits per unit, the number of fol-
low-up visits increased across all semesters, but declined sig-
nificantly in the second semester of 2021 with respect to the 
first semester of 2021. Male patients had significantly fewer 
follow-up visits compared to female patients.
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CONCLUSION

Our study highlighted a significant increase in the use of 
telemedicine from its initial implementation through 2024. 
Specifically, our data showed that psychology was the clini-
cal unit with the highest overall number of telemedicine visits, 
likely due to its natural compatibility with remote care, but dia-
betology showed the highest number of visits per patient. From 
a generational perspective, the greatest users of telemedicine 
were the Generation X cohort, and the women were the major 
users with respect to men. Identifying such characteristics may 
be crucial for tailoring public health strategies and improving 
access to and the quality of telemedicine services across di-
verse patient populations.

Further insights may be gained through analysis of more 
specific visit-related characteristics and reasons for visit.
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Figure 1. Trend of monthly visits per patient across the most required clinical units in total sample
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INTRODUCTION

During the SARS-Cov2 pandemic, urgent measures were 
carried out to face the increasing healthcare demand due 
to the pandemic, including, among others, the suspension of 
non-urgent hospital activities and specialist consultations un-
related to COVID-19 disease [1]. These measures, however, 
significantly restricted access to hospital facilities for patients 
with chronic conditions, including cancer patients and frail el-
derly, suggesting a potential increased risk of non-COVID-19 
mortality due to a lack of care of these vulnerable popula-
tions.

AIMS

The aim of the study was to compare the risk of non-COV-
ID-19 mortality during the pandemic period with the pre-pan-
demic period specifically among elderly individuals with at 
least one chronic disease (vulnerable subjects) exploiting the 
data available in the healthcare utilization data from the Local 
Health Authority (LHA) of Vercelli province, Piedmont, Italy.

METHODS

This cohort study was conducted using the data available 
in the healthcare utilization databases of the LHA of Vercelli 
including: i) the registry of healthcare beneficiaries assisted 
by the LHA of Vercelli ii) the drug prescription database, iii) 
the hospital discharge database, iv) the exemptions databas-
es and v) the mortality registry. The information included in 
the different databases belonging to the same subject were 
linked through an anonymized individual identification code 
which prevented the identification of the people included in 
the databases.

Two cohorts of subjects were selected: the pre-pandemic 
cohort included all subjects assisted by the LHA of Vercelli 
alive the 1st January 2018, aged 65 years or older and af-
fected by at least one chronic condition in 2017. The pandem-
ic cohort was made of all subjects alive the 1st January 2020, 
aged 65 years or older and affected by at least one chronic 
condition in 2019 

The outcome of interest was death due to causes other 
than COVID-19. The subjects of both cohorts identified in the 
mortality registry with a cause of death different from COV-
ID-19 were considered as events.

The information regarding age, sex, vulnerability and the 
chronic disease from which cohorts’ members were affected 
were retrieved for all subjects. The vulnerability level was de-
fined according to the severity index, an index assigning to 
each chronic condition the corresponding severity score (from 
1 not severe condition to 3 severe condition) according to the 
Italian Ministry of Health chronic diseases classification avail-
able in the COVID-19 vaccination plan [2]. Subjects were 
classified according to the most severe disease as non-vulner-
able (severity index 0-1), vulnerable (severity index 2) and 
extremely vulnerable (severity index 3), further detail on the 
severity index are reported elsewhere [3].

Descriptive statistics were used to summarize the demo-
graphic and clinical information collected on study subjects 
overall and according to cohort. Categorical variables were 
reported as absolute frequencies and percentages by co-
hort and overall. The Chi square test was used to compare 
the distribution of subjects’ characteristics between cohorts. 
Multivariable Fine and Gray [4] model was used to calcu-
late the adjusted sub-distribution hazard ratios (asHR) and the 
corresponding 95%CI to evaluate the relationship between 
time periods and non-COVID-19 mortality accounting for 
COVID-19 mortality as competing risk. The rule-out approach 
was used to assess the impact of the unmeasured confounder 
seasonal flu on the association estimate.  
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RESULTS

91777 elderly subjects with at least one chronic disease 
were included in the study, 46048 belong to the cohort 2018 
and 45729 to the cohort 2020. Overall, the proportion of 
females were slightly more frequent than males (57.58% vs 
42.42%) and the mean age was 76.64 years. 44.63% of 
subjects were classified as vulnerable. Overall, the proportion 
of deaths tends to increase from 2018 to 2021 varying from 
4.62% in 2018 to 5.40% in 2021, however, considering only 
non-COVID-19 mortality, the proportions of death in 2020 and 
2021 were lower than 2019 (4.06% and 4.85% respectively).

Table 1 reports asHR and the corresponding 95%CI de-
rived from multivariable Fine and Gray models for the associ-
ation between time periods and non-COVID-19 mortality and 
the p-value of the trend test for age and vulnerability classes.

Table 1. Adjusted subdistribution hazard ratios (asHR), the corre-
sponding 95% confidence intervals (95%CI), for the association 

between time periods and non-COVID-19 mortality and the p-val-
ue of the trend test

asHR (95%CI) trend

Pandemic vs pre-pandemic 
period

0.90 (0.87-0.95)

Sex  

F vs M 0.73 (0.70-0.76)

Age classes  

70-74 vs 65-69 1.55 (1.38-1.74) <0.0001      

75-79 vs 65-69 2.63 (2.36-2.93)

80-84 vs 65-69 4.93 (4.46-5.46)

85-89 vs 65-69 9.52 (8.62-10.51)

≥90 vs 65-69 20.47 (18.53-22.61)

Vulnerability classes  

Vulnerable vs non-vulnerable 1.20 (1.12-1.26) <0.0001      

Extremely vulnerable vs non- 
vulnerable

2.00 (1.88-2.13)

The results of Fine and Gray model show that, among sub-
jects that did not die due to COVID-19, the risk of non-COV-
ID-19 mortality was 10% lower during the pandemic period 
compared to the pre-pandemic one. The results of the rule-out 
analysis show that part of the decreased risk of non-COV-
ID-19 mortality observed in the pandemic period could be 
explained by decreased mortality for flu.

CONCLUSIONS

A decreased risk of non-COVID-19 mortality was ob-
served during the pandemic period compared to the pre-pan-
demic one. An explanation may be that during the pandem-
ic, many frail individuals died from COVID-19, resulting in 
a chronically ill elderly population that was, on average, 
healthier and had a lower mortality rate than in the pre-pan-
demic period, also due to the absence of flu-related deaths. 
Lack of care did not seem to affect non-COVID-19 mortality 
during the pandemic period in frail elderly.

http://et.al
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INTRODUCTION

Gestational Diabetes (GD), defined as glucose intoler-
ance first detected during pregnancy [1], is a common com-
plication of pregnancy which impacts both maternal and 
child’s health. Monitoring and characterizing its occurrence, 
particularly in high-risk groups, can guide GD prevention and 
reduce the burden of the disease.

OBJECTIVE

The study aimed to compare the risk of Gestational Diabe-
tes between Migrant and Italian women at their first pregnan-
cy during 2013 and 2020 in the Marche Region.

METHODS

This population-based study was based on the healthcare 
utilization databases of Marche Region. Using the Certificates 
of Delivery Assistance database (CeDAP), a cohort of women 
at their first singleton delivery during 2013-2020, aged 15 
to 50 years at delivery, was selected. Women with at least 
one diabetes-related event during the year before preg-
nancy or within the 12th gestational week (gw), defined as 
glucose-lowering drug prescription (Drug prescriptions data-
base: ATC A10), hospitalization with a primary/secondary 
diagnosis of diabetes (Hospital Discharge database: ICD-9-
CM 250.), diabetes exemption (Exemption database: code 

013), or residing in the Region for less than 1 year before 
pregnancy (Regional Beneficiary Database), with pregnancy 
terminating before the 20th gw (CeDAP), were excluded.

Women with GD were defined as those with an hospi-
talization for diabetes (Hospital Discharge: ICD-9-CM 250., 
648.8), or ≥1 glucose-lowering drug prescription, or includ-
ed in an educational program for people with diabetes and 
obesity (Outpatients care database 93.82.1, 93.82.2), or an 
exemption for GD/diabetes (code 013, RM013T) activated 
during pregnancy [2]. To detect women not traced for dia-
betes in healthcare services during pregnancy, those under-
going at least an OGTT or HbA1c control (Outpatients care 
database 92.26.4, 90.26.5, 90.28.1), or prescription for 
glucose-lowering drugs, within one year from delivery, were 
considered to have GD.

Women were classified as Italians or Migrants from High 
Migratory Pressure Countries, HMPC [3] based on their citi-
zenship. The HMPC group was distinguished according to the 
geographical area: East Europe, Africa, West-Center-South 
Asia, East Asia and Latin America.

Adherence to the recommended AnteNatal Care (ANC) 
was assessed in terms of promptness and appropriateness of 
the number and timing of ANC, including gynaecological vis-
its (1st visit within the 12th gw, at least 4 visits during pregnan-
cy), ultrasounds (at least 2 examinations during pregnancy), 
and laboratory tests (tests appropriately performed during 
the pregnancy trimesters [4]). Information was retrieved from 
the outpatient care database. The cumulative number of ANC 
recommendations followed during the pregnancy was also 
evaluated.
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prevention strategies, culturally responsive, to mitigate dif-
ferences in women’s health and access to healthcare during 
pregnancy.
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The association between GD and citizenship was eval-
uated using a multiple logistic regression adjusted for age 
(≥35 vs. <35 years), year of delivery and adherence to ANC 
recommendations. Potential interactions between age, year 
of delivery, and adherence to ANC recommendations with 
citizenship were tested. Results were expressed as Odds Ra-
tios (OR) and 95% Confidence Intervals (95%CI). All data 
were processed in compliance with the European (GDPR, EU 
2016/679) and national privacy laws (D.lgs. 196/2003 
and subsequent amendments).

RESULTS

Of 31786 women included in the study cohort, 28331 
(89%) had Italian citizenship and 3455 (11%) were migrant 
women, most of whom were from East Europe (58%) and 
13% from populations considered at high risk of GD (South 
Asia, Middle East). Migrant women were younger than Italian 
women (mean age, standard deviation: 29, 5.6 vs. 32, 5.3 
years).

In both groups, adherence was over 90% in all ANC rec-
ommendations referring to gynaecological visits and ultra-
sounds, and over 65% for laboratory tests appropriateness. 
Women adherent to at least 3 recommendations were 67.4% 
and 75.4% in the Migrant and Italian group, respectively. For 
each of the considered recommendations, Migrant women 
had lower observed level of adherence compared to Italian 
women (p<0.001).

During pregnancy, almost 30% of women underwent an 
OGTT assessment, with comparable proportions between the 
two population groups.

GD occurrence during the study period was 13.7% 
(95%CI: 12.6-14.9) and 8.7% (95%CI: 8.4-9.1) among Mi-
grants and Italians, respectively; higher use of glucose-lower-
ing drugs was found among Migrant women with GD com-
pared to Italians (24.7% vs. 20.3%).

In the multiple logistic regression model, citizenship was 
associated to GD, with an OR of 1.8 (1.6-2.0) when compar-
ing Migrant to Italian women. In the model that distinguished 
Migrant women according to their geographical area of or-
igin (Figure 1), the higher GD risk was confirmed in all areas 
and not only for those known to be at higher risk. The risk of 
GD increased of 78% (OR=1.78, 95%CI: 1.64-1.93) in wom-
en ≥35 years old with respect to those <35 years. No asso-
ciation between GD and ANC recommendations was found 
expect for laboratory tests appropriateness. Furthermore, an 
average increase in GD of about 12% was found during the 
study period (OR=1.12, 95%CI: 1.01-1.14). No significant in-
teractions between the evaluated factors were found.

CONCLUSIONS

The study showed that Migrant women from different ge-
ographical areas were at higher risk of Gestational Diabetes, 
confirming citizenship an important factor to consider when 
monitoring women’s health in pregnancy. Although almost 
high levels of adherence to ANC standards were found, the 
lower levels of adherence characterizing Migrant women 
with respect to Italian citizens underline the need of tailored 
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Figure 1. Factors associated to Gestational Diabetes risk in women at their first pregnancy between 
2013-2020. Results of the multiple logistic regression model

Hosmer and Lemeshow test: X-squared = 6.65, df = 8, p = 0.575
Likelihood Ratio test: X-squared = 378.6, df =6, p<0.001    
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INTRODUCTION

Unfavorable socioeconomic conditions are associated with 
an increased risk of death and the onset of various diseases in 
the general population across all countries worldwide [1]. The 
Metropolitan Area of Naples (ANM), characterized by high 
deprivation, social polarization, and mortality, represents an ur-
ban context with high social heterogeneity, offering the oppor-
tunity to analyze health inequalities in relation to socioeconomic 
position (SEP). The relationship between socioeconomic position 
and health, analyzed through individual and geographical indi-
cators, is crucial to guide effective prevention strategies.

OBJECTIVES

We present here a study whose objectives were (1) to as-
sess the association between socioeconomic position and life-
style-related risk factors and (2) to estimate the extent to which 
socioeconomic inequalities, measured at both individual and 
area levels, influence mortality, breast cancer incidence and 
cardiovascular diseases in a female cohort from the Progetto 
ATENA.

METHODS

The Progetto ATENA is a prospective cohort study whose 
main goal was to investigate the causes of certain chronic dis-
eases that affect the female population more significantly at dif-

ferent life stages. Between 1993 and 1996, the project enrolled 
5.062 women aged between 30 and 70 years, residing in the 
ANM. To estimate incidence and mortality rates, two follow-ups 
on the participants’ health status were conducted (in 2010 and 
2016) [2]. 

Socioeconomic position was measured both at the individ-
ual and area levels. At the individual level, the Relative Index 
of Inequality (RII) was used, divided into tertiles representing 
decreasing levels of education. At the area level, the 2001 Ital-
ian Deprivation Index (DI) [3] was used, calculated by census 
block, georeferenced according to the residential address, and 
classified into population quintiles.

Associations with the endpoints (overall mortality, breast 
cancer, cardiovascular events and coronary heart disease) 
were studied using Cox proportional hazards regression models 
[4] adjusted for age, treated as the underlying time variable. For 
each endpoint, four multivariate models were built: Model 1 in-
cluded RII tertiles and DI quintiles as covariates; Model 2 includ-
ed Model 1 covariates plus clinical risk factors (systolic blood 
pressure, total cholesterol, and diabetes); Model 3 included 
Model 1 covariates plus lifestyle-related risk factors (smoking, 
physical activity, BMI, waist circumference, alcohol consump-
tion, Mediterranean diet score, and energy intake); Model 4 
included the covariates from both previous models. For breast 
cancer incidence, Model 2 and Model 4 were developed con-
sidering clinical variables such as age at menarche and number 
of children (instead of total cholesterol and systolic blood pres-
sure). Participants with missing values for the mentioned varia-
bles were excluded from the analysis. Trend analyses were also 
performed.
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RESULTS

Among the 4.814 women included, follow-up recorded 
411 deaths, 225 breast cancer diagnoses, 241 cardiovas-
cular events (CVD), and 150 coronary heart disease events 
(CHD). At baseline, a positive association between the two 
SEP indices was observed (r=0.318). Both DI and RII were 
positively associated with systolic blood pressure, BMI, waist 
circumference, and waist-to-height ratio. Total and HDL cho-
lesterol were negatively associated with both SEP indices. 
Age and energy intake were positively associated with RII 
and negatively with DI.

In the mortality analysis, a significant association with DI 
was observed, with hazard ratios (HR) of 1.56 (Q5 vs Q1, 
95%CI 1.13–2.13, p=0.006) in Model 1 and 1.45 (Q5 vs 
Q1, 95%CI 1.05–2.02, p=0.026) in Model 4; significant 
trends (p=0.014, p=0.046). Similar results were found for 
both Model 2 and Model 3. 

Similarly, an association between breast cancer incidence 
and DI was observed in Model 1 (Q5 vs Q1, HR 1.57, 95%CI 
1.04–2.38, p=0.032); a significant trend was also observed 
(p=0.042). Model 2 showed comparable outcomes. In none 
of the models was RII associated with mortality or breast can-
cer.

Survival analysis revealed, in all models, a significant as-
sociation between RII and CVD, with HRs of 1.62 (Q5 vs Q1, 
95%CI 1.18–2.21, p=0.003) and 1.44 (Q5 vs Q1, 95%CI 
1.03–2.01, p=0.034) in Model 1 and Model 4, respectively. 
The trends were also significant (p=0.003, p=0.043). Com-
parable results were observed in Model 2 and Model 3.

Likewise, an association between CHD and RII was ob-
served in all models with HRs of 1.94 (Q5 vs Q1, 95%CI 
1.31–2.87, p=0.001) and 1.62 (Q5 vs Q1, 95%CI 1.07–
2.48, p=0.024) and significant trends (p=0.001, p=0.025). 
Analysis revealed similar outcomes for Model 2 and Model 
3. In contrast, no significant association between CVD and 
CHD with DI was found in any of the models. 

CONCLUSIONS

The analysis highlights that the local socioeconomic en-
vironment influences mortality and breast cancer more than 
individual education. Conversely, individual education seems 
to have a greater impact on the risk of cardiovascular events 
and coronary heart disease than area-level deprivation. In 
the comparison between Q5 and Q1, an increase of up to 
56% in mortality risk and up to 62% in breast cancer risk was 
observed; in the comparison between RII 3 and RII 1, an in-
crease of up to 62% in CVD risk and up to 94% in CHD risk 
was observed.
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Table 1. Hazard Ratios (HR) and 95% Confidence Intervals (CI) for Mortality, Breast Cancer, CVD, and CHD by Socioeconomic Position

Model 1 Model 4

HR (95% CI) p-value HR (95% CI) p-value

M
or

al
ity

Deprivation index

  Q5 vs Q1 1.56 (1.13-2.13) 0.006 1.45 (1.05-2.02) 0.026

  p-value for trend 0.014 0.046

Education 

  RII 3 vs RII 1 1.19 (0.93-1.52) 0.170 1.03 (0.79-1.34) 0.847

  p-value for trend 0.200 0.914

Br
ea

st 
ca

nc
er

Deprivation index

  Q5 vs Q1 1.57 (1.04-2.38) 0.032 1.41 (0.92-2.16) 0.114

  p-value for trend 0.042 0.116

Education 

  RII 3 vs RII 1 0.77 (0.54-1.09) 0.136 0.80 (0.55-1.16) 0.236

  p-value for trend 0.154 0.308

C
VD

Deprivation index

  Q5 vs Q1 1.13 (0.76-1.68) 0.533 1.20 (0.79-1.80)   0.392

  p-value for trend 0.722 0.653

Education 

  RII 3 vs RII 1 1.62 (1.18-2.21) 0.003 1.44 (1.03-2.01) 0.034

  p-value for trend 0.003 0.043

C
H

D

Deprivation index

  Q5 vs Q1 1.08 (0.64-1.80) 0.782 1.15 (0.67-1.99) 0.611

  p-value for trend 0.824 0.716

Education 

  RII 3 vs RII 1 1.94 (1.31-2.87) 0.001 1.62 (1.07-2.48) 0.024

  p-value for trend 0.001 0.025

Note. Results for Models 2 and 3 are not shown due to space constraints. Model 1: adjusted by age; Model 4: adjusted by age, total cholesterol, diabetes, 
systolic blood pressure, BMI (adjusted by age, number of daughters, menarche age, diabetes for breast cancer) and smoking status, physical activity, waist/

height ratio, alcohol, Mediterranean Index, energy intake.
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INTRODUCTION

Climate change is one of the most pressing global health 
threats of the 21st century, driving shifts in infectious disease 
patterns and facilitating the spread of mosquito-borne viruses 
like West Nile Virus (WNV). Lombardy, in northern Italy, is 
a high-risk area for WNV circulation and now represents an 
endemic zone in the Po River Valley. Despite the well-estab-
lished impact of temperature and precipitation on mosquito 
population dynamics and WNV transmission, current surveil-
lance does not incorporate climatic parameters to monitor 
WNV epidemiology.

OBJECTIVE

This study aims to describe the epidemiology of WNV in 
Lombardy Po Valley from 2013 to 2022 and to evaluate the 
association between climatic factors – specifically tempera-
ture and precipitations – and the occurrence and distribution 
of WNV cases, in order to determine whether climate data 
can support more effective surveillance and warning systems. 

METHODS

A retrospective observational study using human WNV 
case data collected through the national surveillance system 
in Lombardy from 2013 to 2022 was conducted. Weekly pro-
vincial case counts were matched with meteorological data 
from ARPA Lombardy, including weekly average temperature 
and total precipitation. In the descriptive phase, we created 
choropleth maps showing the geographical distribution of 
WNV cases across across the period in Lombardy provinces. 

Moreover we plotted weekly time series of case prevalence 
per 10000 inhabitants, temperature, and precipitation to as-
sess their temporal co-occurrence and seasonal patterns. For 
inferential analysis, we fitted a hurdle model with two com-
ponents: (1) a logistic regression modeling the probability 
of WNV case occurrence, and (2) a zero-truncated Poisson 
regression for the count of cases, conditional on occurrence. 
Models included a two-week lag for temperature and a one-
week lag for precipitation and fixed effects for province and 
year, and offset terms for population size. 

RESULTS

Between 2013 and 2022, 311 WNV cases were record-
ed in six Lombardy provinces, with a prevalence in males 
(74%) and individuals over 65 years (58%). Among the 
164 cases with clinical classification (available from 2019 
onward), 53% were neuroinvasive (WNND), while 25% 
were identified through blood/tissue donation. The majori-
ty of cases occurred between July and October, peaking in 
August (52.4%). The most affected years were 2018, 2020 
and 2022. Spatially, the highest prevalence was observed 
in southern provinces (Cremona, Mantua, Pavia, Lodi), form-
ing a south-north gradient. Time-series plots highlighted a re-
current seasonal alignment between rising temperatures and 
WNV prevalence, while precipitation showed less consistent 
patterns. The hurdle model confirmed a significant role of 
temperature: a 1°C increase (lagged two weeks) raised the 
odds of case occurrence by 27% (OR=1.27) and the number 
of cases by 11% (IRR=1.11). Precipitation (lagged one week) 
had no effect on outbreak onset but increased case counts 
by 13% (IRR=1.13) once circulation began. Provincial and in-
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ter-annual differences were significant in predicting virus oc-
currence but not outbreak intensity.

CONCLUSIONS

Temperature is the most influential factor for both trigger-
ing and amplifying WNV transmission, while precipitation 
acts as a secondary amplifier. This study demonstrates the crit-
ical role of short-term climatic variables, particularly tempera-
ture, in shaping WNV dynamics in Lombardy. Rising temper-
atures significantly increase both the probability of outbreak 
initiation and the intensity of transmission. While precipitation 
alone does not appear to initiate outbreaks, it contributes to 
amplifying transmission once WNV is circulating. These find-
ings reinforce the importance of integrating climate indicators 
into surveillance systems to enhance early warning capacity 
and timely public health responses. The identification of pro-
vincial-level risk differentials and temperature thresholds can 
inform geographically tailored interventions. In the context of 
ongoing climate change, such predictive models could be-
come essential tools to mitigate the impact of future arboviral 
epidemics.
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INTRODUCTION

Cardiovascular and cerebrovascular diseases represent 
one of the leading causes of morbidity and mortality in Italy 
[1]. Acute events such as myocardial infarction and ischemic 
stroke have a significant clinical, economic, and social im-
pact. Each year, approximately 150,000 new cases of myo-
cardial infarction and 200,000 strokes are registered in Italy, 
with a substantial healthcare burden especially among the el-
derly [2,3]. In Lombardy, in 2020, diseases of the circulatory 
system were the leading cause of death, accounting for about 
34,000 deaths, corresponding to 25% of the total [4].

Despite advances in prevention and treatment strategies, 
territorial and sociodemographic disparities in the distribution 
of events persist [5]. Temporal and spatial analysis of acute 
event incidence, particularly at the sub-regional level, repre-
sents an essential tool to guide healthcare planning and to 
evaluate the effectiveness of public health policies.

The analysis of acute event incidence is therefore a key 
instrument to monitor the effectiveness of prevention strategies 
and healthcare responses. Observing trends over an extend-
ed time frame allows detection of significant trends and po-
tential inequalities in access to care or in the distribution of 
risk factors [6].

OBJECTIVE

This study aims to describe the epidemiology of acute car-
diovascular and cerebrovascular events in the Lombardy Re-
gion between 2015 and 2021, analysing temporal trends and 
differences by sex, age, and Local Health Protection Agencies 
(ATS). Additionally, it seeks to assess the presence of signifi-
cant differences between ATS in terms of in-hospital mortality 
for these events.

METHODS

The study population includes all residents of Lombardy 
aged ≥45 years who were hospitalized for an acute cardiovas-
cular or cerebrovascular event between 2015 and 2021.

To identify incident events, new cases were selected for each 
year by excluding individuals who had experienced the same 
type of event in the five years prior to the hospitalization date.

Events were identified using regional administrative health-
care databases, specifically hospital discharge records (SDO), 
based on selected ICD-9-CM codes for myocardial infarction, 
unstable angina, acute heart failure, ischemic and haemorrhag-
ic stroke, and transient ischemic attack.

Annual incidence was estimated by calculating crude rates, 
stratified by sex and age group, using person-time denomina-
tors.

Temporal trends were analysed using Poisson regression 
models to estimate the annual rate variation and assess its sta-
tistical significance.

To compare geographic differences, age- and sex-stand-
ardized incidence rates were calculated for each ATS through 
direct standardization, using the Lombardy population as the 
standard.

Results are presented as rates per 100,000 population 
with 95% confidence intervals (CIs).

To explore geographic heterogeneity in in-hospital mor-
tality for the studied acute events, a multilevel logistic regres-
sion model was implemented, adjusted for age, sex, and co-
morbidities. Subsequently, a fixed-effects model was used to 
assess whether there were statistically significant differences in 
in-hospital mortality across the different ATS.
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RESULTS

A total of 260,725 residents of Lombardy aged ≥45 years 
who experienced an acute cardiovascular or cerebrovascu-
lar event were included. Of these, 42.5% were female, and 
the overall median age was 76 years (IQR: 65–83).

The average annual rate was higher in men than in wom-
en across all age groups. In the ≥75 age group, the rate 
was 2,162 per 100,000 population (95% CI: 2,138–2,187) 
in men and 1,236 per 100,000 (95% CI: 1,222–1,231) in 
women (p<.001). Marked differences (p<.001) were also 
observed in the 45–59 age group: 293 per 100,000 (95% 
CI: 289–297) in men vs. 167 (95% CI: 165–170) in women.

Age and sex standardized incidence rates varied across 
ATS from a minimum of 622 per 100,000 population (95% 
CI: 600–663) to a maximum of 771 (95% CI: 739–783), 
highlighting geographic differences.

Finally, the multilevel logistic model showed a random-ef-
fect variance between ATS of 0.007, indicating limited ge-
ographic heterogeneity in in-hospital mortality. However, 
based on the fixed-effects model, only one ATS showed a 
significantly lower in-hospital mortality probability compared 
to the others.CONCLUSIONS

The study showed a significant temporal reduction in 
the incidence of acute cardiovascular and cerebrovascular 
events in Lombardy between 2015 and 2021, with higher 
rates in men and older age groups. Although substantial ter-
ritorial variability in in-hospital mortality at the ATS level was 
not observed, some localized differences point to the need for 
targeted investigations and interventions to address potential 
territorial health inequalities.
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INTRODUCTION

Adherence to COVID-19 vaccination has declined with 
the decrease in epidemic waves, despite the clearly higher 
risk of infection and hospitalization among the unvaccinated. 
Misinformation, cognitive biases, and other not always meas-
urable factors have contributed to vaccine refusal. Although 
some studies have explored the causes of vaccine hesitancy, 
the knowledge of the effect of socio-cultural and economic 
conditions are still limited.

OBJECTIVE

This analysis aims to evaluate the association between ad-
herence to the first COVID-19 vaccine booster dose (3rd dose) 
and available deprivation indices (Caranci index and ISTAT’s so-
cial and material vulnerability index), to understand whether the 
social context influences the population’s vaccination behaviour.

METHODS

A retrospective observational study was conducted on 
the population residing in Apulia eligible for the first COV-
ID-19 vaccine booster dose between January 1, 2021, and 
December 31, 2022. Demographic data were obtained from 
ISTAT [1], while vaccination status information was retrieved 
from the regional vaccination registry (GIAVA) in aggregated 
form (number of vaccinated individuals) by municipality of 
residence, sex, and age. The social and material vulnerability 
index (ISMV), provided by ISTAT [2], consists of a score with 
a reference value of 100 (higher values indicate greater vul-
nerability) determined by seven vulnerability indicators (sin-
gle-parent households, large household size, illiteracy, elder-
ly members, unemployment, economic hardship). The Caranci 

deprivation index (ID) [3] is also calculated using census data 
and is based on five indicators: poor education, job shortag-
es, poor housing, and family conditions.

The applied model is a multivariable Poisson regression, 
with the number of individuals vaccinated with the booster 
dose as the dependent variable, and ISMV (or ID), sex, and 
age group as independent variables. Additionally, the COV-
ID-19 case rate was considered as an adjustment variable.

RESULTS

The percentage of residents in Apulia who received the 
booster dose progressively decreases from 75% among indi-
viduals with ISMV <99 to 70% among those with ISMV >102, 
with no significant differences by sex. The age-stratified anal-
ysis (<60 and ≥60 years) has shown, among individuals aged 
≥60, a slight reduction in the percentage who received the 
booster dose from 81% (ISMV <99) to 74% (ISMV >102), 
while the decline is more pronounced in the population <60 
years, dropping from 70% with ISMV <99 to 63% with ISMV 
>102. All factors included in the model are statistically signif-
icant, in both model with the ID or the ISMV. The model with 
ISMV (Figure 1) has shown that in the ISMV >102 class the 
acceptance of the vaccination is lower compared to classes 
with lower vulnerability, with rate ratios of 0.97 (0.95–0.99), 
0.97 (0.95–0.99), 0.95 (0.93–0.97), and 0.94 (0.92–0.96) 
for the 101–102, 100–101, 99–100, and <99 classes, re-
spectively.
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Figure 1. Estimated Rate Ratios and corresponding 95% confidence 
intervals from the multivariable Poisson regression model for the 

Social and Material Vulnerability Index (ISVM), age, and sex. The 
confidence interval for the variable Sex is not visible due to scale

CONCLUSIONS

The analysis revealed a significant association between 
socioeconomic deprivation and lower adherence to the 
third dose of the COVID-19 vaccine. The decline is more 
pronounced among individuals under 60 with high levels of 
vulnerability, while no significant differences emerged with 
respect to gender.

A limitation of the study is the use of aggregated data, 
which does not allow for in-depth individual-level analysis 
and may lead to a generalization of the results (a possible 
“ecological fallacy”). Nevertheless, the findings suggest that 
in specific social contexts, there are groups—defined by age 
and vulnerability status—that could benefit from targeted 
communication strategies aimed at increasing awareness and 
addressing vaccine hesitancy.
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INTRODUCTION

Long-term exposure to outdoor particulate matter of 
size<2.5 microns (PM2.5) has been associated with in-
creased risk of cardiovascular diseases (CVD) incidence [1], 
although with substantial between-study heterogeneity. In 
addition, pathways and factors of individual susceptibility to 
PM2.5 have been poorly characterized so far. The American 
Heart Association (AHA) proposed the Life’s Simple 7 (LS7) 
metric of cardiovascular health by combining lifestyle (not 
smoking, healthy diet, engaging in sufficient physical activity) 
and health (normal body weight, maintaining low values of 
blood pressure, total cholesterol and glucose) components 
[2]. The mediating role of LS7, and whether the risk excess 
due to PM2.5 is exacerbated in individuals with a “poor” car-
diovascular health, remain to be ascertained. 

AIMS

To investigate the association between long-term expo-
sure to PM2.5 and the incidence of first coronary heart dis-
ease or ischemic stroke event, and the contribution of LS7 on 
explaining the risk excess, in a population-based cohort in 
Northern Italy. Furthermore, to assess the role of LS7 as an 
effect modifier for the association.    

METHODS

STUDY POPULATION

The RoCAV study [3] is a population-based cohort of 
n=3777 50+ years old residents in the city of Varese (Lom-
bardy region, northern Italy) at the time of recruitment (2013-
2016; 64% participation rate). For the aims of these analyses, 
we retained individuals free of coronary heart disease and 
stroke at baseline (n=3313, 62% men). 

CARDIOVASCULAR HEALTH

Participants underwent a comprehensive baseline exam-
ination, assessing cigarette smoking (MONICA question-
naire), dietary intake (EPIC food frequency questionnaire), 
habitual physical activity (Baecke questionnaire), as well as 
clinical and laboratory parameters (fasting blood lipids and 
glucose, blood pressure and anthropometric measures). From 
these, we calculated the LS7 metric on a 0-to-14-points scale 
[2], further categorized as poor (0-4 points), intermediate 
(5-9 points) and ideal (10-14 points) [4]. We categorized the 
two LS7 components of lifestyle (LS7-ls) and health (LS7-h) in 
a similar way.  

PM EXPOSURE

Monthly concentrations for PM2.5 over the period 2000-
2019 were retrieved from the EXPANSE project models [5], at 
a spatial resolution of 25mt. Individuals’ concentrations were 
attributed from spatial linkage at the residential address at 
baseline, geo-referenced; the exposure metric was the aver-
age concentration in the 12 months before the month of base-
line visit.   

STUDY ENDPOINTS

Individuals were followed-up through record linkage with 
Electronic Health Records (hospital discharge and mortality) 
provided by the Local Health Agency. We selected discharge 
codes suggestive of myocardial infarction and unstable an-
gina (ICD-IX codes: 410-411) or elective coronary revascu-
larization; cerebrovascular infarction (ICD-IX 433 or 434) 
or endarterectomy with stenosis at cerebral or pre-cerebral 
arteries (ICD-IX 433.1, 433.3, 434.0). Selected records were 
then reviewed to identify and retain the first index case. Fatal 
cases were identified from underlying causes of deaths sug-
gestive of coronary deaths (ICD-X codes: I21-I25) or ischem-
ic stroke (I63). Censorship occurred at the date of death from 
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other causes or emigration outside the study Region, as ascer-
tained by contacting the municipality of residency. The study 
endpoint is the occurrence of first coronary heart disease or 
ischemic stroke, fatal or non-fatal, before Dec 31st, 2022. 

STATISTICAL ANALYSES

Due to the low number of events in women, the analyses 
were carried out on men and women combined, and on men 
only. We first estimated the rate ratios for the LS7 categories 
(“ideal” as reference) from Poisson regression models, adjust-
ing for age and sex. Then, we estimated the Hazard Ratios 
(HR) and 95%CI for 1 interquartile range (1.93 µg/m3) in-
crease in PM2.5 using nested Cox models with attained age 
during follow-up on the time scale, and adjusting for: sex 
and education (Model1), and further for LS7 (Model2). We 
computed the percent explained by LS7 on the log scale as 
100[log(HRM2)-log(HRM1)]/[log(HRM1)]. Finally, we in-
vestigated individual susceptibility by adding to Model2 a 
LS7PM2.5 interaction and by reporting the corresponding 
p-value from a Wald chi-square test (2df). These analyses 
were repeated for LS7-ls and LS7-h components. 

RESULTS

Mean±SD PM2.5 concentrations were 18.6±1.8 µg/
m3. During 7.1 years of median follow-up time, we observed 
n=196 CVD events for a rate of 8.6 per 1,000 person-years 
(men: n=150 events, 10.8 per 1,000 py). “Poor” vs. “ideal” 
LS7 resulted in a 2.34-fold (95%CI: 1.33-4.10) increased 
event rate (men: 2.13, 1.12-4.06). In Model1, PM2.5 was 
associated with increased CVD risk, in the overall sample 
(HR=1.11, 95%CI: 0.95-1.29) and in men (HR=1.19, 95%CI: 
1.00-1.43). Further adjustment for LS7 explained 13.4% (men 
and women) and 7.2% (men) of the risk excess, respectively, 
mainly due to the LS7-ls component. We found evidence of 
interaction between PM2.5 and the LS7-ls component (Wald 
test p-values: 0.03 [men and women] and 0.007 [men]). In 
men, the HRs for PM2.5 in the “poor” (40% of the sample) 
and in the “ideal” (15% of the sample) LS7-ls categories were 
1.49 (95%CI: 1.11-1.98) and 0.67 (0.45-1.00), respectively. 
Conversely, no interaction was observed for LS7, nor for the 
LS7-h component. 

CONCLUSIONS

In our cohort, representative of contemporary outdoor 
PM2.5 levels in a North Italian population, long-term expo-
sure to PM2.5 was associated with an increased risk of first 
major CVD event, especially in men. AHA LS7 explained only 
a small proportion of the association. Adults engaging poor 
lifestyles are more susceptible to the detrimental effect of PM, 
and can benefit the most from policies reducing pollution lev-
els.  
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INTRODUCTION

Migrant populations mainly move from low- and mid-
dle-income countries in Europe, Asia, Africa, and South 
America. Compared to host populations, they show different 
patterns in the prevalence of infectious and chronic diseases 
that change over time and across generations. Upon arrival, 
migrants tend to be healthier due to the “healthy migrant ef-
fect”, but their health deteriorates the longer they reside in the 
host country [1]. In Italy, foreign residents encompass 8.6% 
of the total population (about 5 million people), highlighting 
the need to monitor their health, especially infectious and par-
asitic diseases (IPDs), which are a critical growing issue for 
public health [2]. The availability of population-based data is 
essential for developing prevention and control strategies to 
reduce this burden.

OBJECTIVES

The main objectives of this cohort study were to examine 
the occurrence of the first hospitalization due to infectious 
and parasitic diseases among the assisted population in the 
Lombardy Region and to compare the probability of such an 
event between individuals from foreign birth countries, re-
garded as migrants, and Italian natives, adjusting for sex and 
age effects. Since only birth countries rather than citizenships 
were available, in our study, we considered the individuals 
born abroad as migrants.

METHODS

We obtained the cohort from the Health Service database 
of the Lombardy Region. We included individuals aged 18 to 

65 years in the period 2010–2019 who began to be assisted 
before 2010. Each participant was monitored to identify any 
hospitalization due to IPDs according to ICD-9 codes 001–
139. We excluded any hospitalizations that occurred before 
2011 to ensure that only incident hospitalizations entered the 
study.

We classified each individual based on his/her birth 
country to distinguish migrants from Italian natives and, among 
migrants, those coming from countries with higher migratory 
pressure. To this end, we combined the ISTAT classification of 
foreign territorial units [3] with the one considered in [4] that 
distinguishes High Migratory Pressure Countries (HMPC) from 
Highly Developed Countries (HDC). This way, we obtained 
the following seven areas: Italy, regarded as the reference 
area for the analyses; five HMPC areas, each corresponding 
to Africa, Central-South America, Asia, the European Union 
(EU) (with Bulgaria, Croatia, Cyprus, Czech Republic, Esto-
nia, Hungary, Latvia, Lithuania, Poland, Romania, Slovakia, 
Slovenia), and Eastern Europe with countries outside EU (e.g., 
Moldova and Ukraine); one HDC area comprising countries 
both in Europe (e.g., Germany and the United Kingdom) and 
outside Europe (e.g., Israel, Japan, and U.S.A.).

To meet our study objectives, we performed a survival 
analysis using the Cox proportional hazard regression mod-
el, assuming the first hospitalization for IPDs as the outcome 
and the deceased individuals or emigrants from the Lombardy 
Region during the follow-up as censoring. As independent 
variables, we included the classification in seven areas of the 
birth countries, sex, and age as main effects and first- and 
second-order interactions. The results are presented as haz-
ard ratios (HRs) with 95% Wald confidence intervals (CIs). All 
the statistical analyses were carried out using the SAS Studio 
software version 9.4. 

General Epidemiology ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20 Suppl. 1

© 2025 Avellone A. et al..DOI: 10.54103/2282-0930/29279

CORRESPONDING AUTHOR: Zambon Antonella, antonella.zambon@unimib.it

(1)  Department of Statistics and Quantitative Methods, University of Milano-Bicocca, 20126 Milan
(2)  Università Politecnica delle Marche

Avellone Alessandro(1), Barbiano di Belgiojoso Elisa(1), Berta Paolo(1), Chiodini Paola Maddalena(1), Pe-
scini Dario(1), Rimoldi Stefania M.L.(1), Romio Silvana(1), Solaro Nadia(1), Zambon Antonella(1), MIGHTY 
group(1,2)

Risk of Hospitalizations for Infectious and Parasitic 
Diseases in Native and Migrant Populations of the 
Lombardy Region

https://doi.org/10.54103/2282-0930/29279
mailto:antonella.zambon@unimib.it


138

General Epidemiology ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20. Suppl. 1

DOI: 10.54103/2282-0930/29279

RESULTS

Our study set comprised 5,098,372 individuals: 84.97% 
Italian natives, 13.56% from the HMPC areas (Africa: 3.81%, 
Central-South America: 2.37%, Asia: 2.80%, EU: 2.12%, and 
Eastern Europe: 2.46%), and 1.48% from the HDC area; 
49.23% were females (mean age in 2010: 38.28 ± 10.13 
years), and 50.77% were males (mean age in 2010: 38.16 
± 10.09 years). A total of 66,934 individuals (1.31% out of 
5,098,372) reported new hospitalizations for IPDs (the event 
of interest) during follow-up, who represented 1.29% in Italy; 
in HMPC areas: 2.07% for Africa, 1.39% for Central-South 
America, 1.45% for Asia, 1.04% for EU, 1.00% for Eastern 
Europe; in HDC area: 1.17%. The most occurring diseases 
were those in ICD-9 codes 030–041 (other bacterial diseas-
es such as leprosy, diphtheria, and scarlet fever), amounting 
to 45.28% of the 66,934 individuals with the event.

The final Cox model, which did not include the non-signifi-
cant second-order interaction, revealed significant differences 
affecting certain areas compared to the Italian natives. Figure 
1 depicts the HRs of females and males for HMPC and HDC 
areas against age, using Italian females and males as refer-
ences. Given the absence of the second-order interaction, the 
HRs of females have the same trend for each area as those of 
males. Nevertheless, regardless of age, African females have 
significantly higher HRs than males. For instance, with age 
fixed at 18, the HR of HMPC-Africa vs. Italy is equal to 2.32 
(CI: (2.14, 2.52)) in females and 1.87 (CI: (1.71, 2.05)) in 
males; with age fixed at 54, the HR of HMPC-Africa vs. Italy 
is equal to 1.84 (CI: (1.69, 2.01)) in females and 1.48 (CI: 
(1.39, 1.58)) in males. 

Moreover, in both panels, the gap in terms of risk of Africa, 
Central-South America, EU, and Eastern Europe compared to 
Italy decreases with age, while that of Asia and HDC increas-
es. The risk of the event occurring is always significantly higher 
in African and Asian migrants than in Italians, regardless of 
sex, while it is significantly lower in Eastern European males 
than in Italian males. In Central-South American females, 
the risk is significantly higher than in Italian females up to 54 
years, while in males, it is up to 44 years. Finally, HDC fe-
males have a significantly lower risk than Italian females up to 
44 years, while no significant difference is detected for males.

Figure 1. Hazard ratios and 95% confidence bands of the first hospitaliza-
tions for infectious and parasitic diseases in females and males distinct by 

the HMPC and HDC areas and estimated referring to Italy (gray dotted lines)

CONCLUSIONS

Our study provided population-based analyses of the 
area dynamics in the risk of IPD hospitalizations needed to 
approach an effective prevention and/or monitoring plan. 
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INTRODUCTION

Cystic fibrosis (CF) is a heterogeneous multisystemic dis-
ease. Despite considerable improvement in survival, CF re-
mains a life-shortening disease with respiratory failure as 
the main cause of death. In 2020, elexacaftor/tezacaftor/
ivacaftor (ETI) became available as a new highly effective 
CFTR-modulator therapy targeting the basic protein defect 
for people with a specific gene variant, and it was shown to 
improve lung function respiratory symptoms, and other clini-
cal outcomes, including pulmonary exacerbations (PEx) [1]. 
However, despite the reduced frequency of PEx, these events 
remain an important driver of morbidity and mortality in peo-
ple with CF (pwCF) [2]: in 2023, 16% of adults with CF in Eu-
rope experienced at least one PEx during the year [3]. The full 
extent of CFTR modulators effect on chronic airway infections 
and the recurrent PEx, especially in the long-term, remains 
uncertain with some studies reporting inconsistent results [4].

OBJECTIVES

This study aimed to evaluate the real-world effectiveness 
of ETI therapy on PEx frequency in pwCF followed up between 
2018 and 2023, using data from the European Cystic Fibrosis 
Society Patient Registry (ECFSPR). Specifically, a longitudinal 
comparison was conducted to evaluate the effectiveness of 
the new CFTR-modulator therapy on the number of PEx and 
the prevalence of chronic infections over time. 

METHODS

Data were obtained from the ECFSPR, a population-based 
Registry that collects clinical and demographic data on an 
annual basis according to agreed definitions of a common 
set of variables from Centres and national Registries in Europe 
and neighbouring countries from 2008 to 2023 [9]. 

To determine the effectiveness of ETI on PEx and chronic 
infections, a retrospective and longitudinal comparison from 
2018 to 2023 was implemented. The analysis included the 
following variables: total number of days of intravenous an-
tibiotics (IV Abx), including those performed both in hospital 
and at home (as a proxy for PEx), number of days of IV Abx 
performed exclusively in hospital, total number of days in 
hospital for any cause and the presence of chronic infections, 
including Pseudomonas aeruginosa, Burkholderia Cepacia 
Complex and Staphylococcus aureus. The first three variables 
were analysed both as continuous and as categorical (≥1 day 
vs. 0 days). The chronic infections were instead categorized 
as the presence of at least one infection versus no infection. 
To assess whether there were significant differences between 
the paired periods before and after treatment, the Wilcoxon 
signed-rank test and McNemar’s test for paired data were 
used, as the same pwCF were evaluated at two time points. 

All analyses were performed using R software.

RESULTS

The study included pwCF aged 12-60 years; pwCF who 
underwent solid organ transplants were excluded. Partici-
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pants had either an F508del homozygous genotype or were 
F508del heterozygous with a minimal function variant The 
analyses were restricted to those who started ETI modulator 
therapy in 2020 (N= 6,628). Only people with available 
data on the number of days on IV Abx therapy administered 
at home and in hospital were considered, resulting in a final 
study population of 4,602 pwCF.

Comparison of two years before and two years after 
starting ETI showed that the percentage of pwCF with at least 
one day on IV Abx decreased significantly from 64% to 23% 
(p<0.001), the percentage of pwCF with at least one day on 
IV Abx in hospital decreased from 50% to 16% (p<0.001) 
and, in parallel, that the percentage of pwCF hospitalized 
dropped from 56% to 24% (p<0.001). Also considering the 
corresponding variables as continuous, all the differences 
remain statistically significant. Notably, these improvements 
measured by total days on IV antibiotics and related variables 
persisted through three years post-ETI initiation.

The prevalence of at least one chronic infection signifi-
cantly decreased from 67.8% to 36.8% after 2 years of ETI 
therapy (p<0.001). Number of chronic infections further de-
creased to 34.5% after 3 years of treatment. 

CONCLUSIONS

This analysis of the ECFSPR data demonstrates a marked 
reduction in PEx after the introduction of the new highly effec-
tive CFTR-modulator therapy. The introduction of ETI signifi-
cantly reduced the clinical burden in pwCF, with decreases of 
days on IV Abx, hospitalizations and chronic infections. These 
benefits were observed consistently after 3 years of therapy.

Further steps will include the implementation of statistical 
models to study changes in days on IV Abx as well as in other 
clinical outcomes before and after ETI.
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INTRODUCTION

MicroRNAs (miRNAs) are emerging as promising bio-
markers of neuroinflammation and may capture the influence 
of lifestyle and environmental exposures in people with mul-
tiple sclerosis (pwMS). The EXPOSITION study[1] aims to 
elucidate relationships between internal exposome markers 
including miRNA profiles and clinical, demographic, and life-
style factors in pwMS.

OBJECTIVE(S) 	

To assess the associations between the relative expression 
of five candidate miRNAs and clinical, demographic, and 
lifestyle variables, with a particular focus on the exposome 
and functional and psychological outcomes in pwMS.

METHODS

In this cross-sectional analysis, we included 139 pwMS 
(median age 45 years [IQR: 35–56], 65% female) from the 
provinces of Pavia and Milan in the Lombardy region of Italy. 

Relative expression levels of five candidate miRNAs (mir30, 
mir146, mir330, mir574, mir664) were quantified and com-
pared across clinical and lifestyle categorical variables 
groups using the Mann-Whitney U test (for binary variables) 
or the Kruskal-Wallis test (for variables with more than two 
categories). Spearman correlation analyses were conducted 
to assess the relationship between each miRNA and continu-
ous variables, including age, BMI, EDSS, dietary inflammato-
ry index, and quality of life scores.

RESULTS

There were no statistically significant differences in mi-
croRNA expression between EDSS disability groups or across 
most clinical or lifestyle variables. Notably, mir146 expres-
sion was significantly higher in participants with a pro-inflam-
matory dietary pattern compared to those with an anti-in-
flammatory pattern (p = 0.0187), and mir146 was positively 
correlated with the mental health component of the quality of 
life MSQoL-29 questionnaire (rho = 0.336, p = 0.0174) [Ta-
ble 1]. In contrast, higher disability status (EDSS >4) was sig-
nificantly associated with older age (median 51 vs. 44 years, 
p = 0.047), more frequent prior relapses (94% vs. 69%, p 
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= 0.040), and lower physical (p = 0.039) and mental (p = 
0.034) quality of life. Significant group differences were also 
observed for MS type (p = 0.008), MS stage (p = 0.034), 
and occupational status (p = 0.063, trend) between the two 
EDSS groups. No significant associations were identified be-
tween disability status and microRNA expression, diet cate-
gory, physical activity, or MRI lesion status.

CONCLUSIONS

In this preliminary analysis, higher disability among pwMS 
was more strongly linked to clinical history, age, and quali-
ty of life than to lifestyle factors or circulating miRNA levels. 
Mir146 may act as a molecular intermediary between dietary 
inflammation, mental health, and neuroinflammatory process-
es in MS. These findings highlight the need for replication and 
longitudinal validation in larger, independent cohorts.
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Table 1 Summary of MicroRNA Expression by Exposome and Clinical Variables using preliminary data from EXPOSITION exposome study

MicroRNA Expression
mir30 mir146 mir330 mir574 mir664

Dietary Inflammatory 
Index (DII)#: 

DII < 0 anti-inflamma-
tory vs 

DII >0 proinflammatory 

anti-inflamma-
tory:

0.00395
(0.00314, 
0.00504)

vs.
proinflamma-

tory:
0.00914

(0.00484, 
0.0187);

p=0.0821

anti-inflamma-
tory:

0.0155
(0.0129, 
0.023)

vs.
proinflamma-

tory:
0.0802
(0.0287, 
0.153);

p=0.0187

anti-inflammatory:
0.00298

(0.00229, 0.00624)
vs.

proinflammatory:
0.00752

(0.00308, 0.01);
p=0.486

anti-inflammatory:
0.0314

(0.0176, 0.057)
vs.

proinflammatory:
0.0427

(0.0295, 0.0591);
p=0.505

anti-inflammatory:
0.00223

(0.00186, 0.0026)
vs.

proinflammatory:
0.00328

(0.00253, 0.005);
p=0.414

Expanded Disability Sta-
tus Scale Score (EDSS)#: 

EDSS ≤ 4 vs. EDSS > 4 

EDSS ≤ 4:
0.00838

(0.00406, 
0.0163)

vs.
EDSS > 4:
0.00832

(0.00623, 
0.00914);
p=0.841

EDSS ≤ 4:
0.0778

(0.019, 0.151)
vs.

EDSS > 4:
0.0218
(0.0161, 
0.0549);
p=0.181

EDSS ≤ 4:
0.00542

(0.00268, 0.00958)
vs.

EDSS > 4:
0.00752

(0.00575, 0.00851);
p=0.818

EDSS ≤ 4:
0.0423

(0.0289, 0.0618)
vs.

EDSS > 4:
0.0352

(0.0326, 0.0477);
p=0.835

EDSS ≤ 4:
0.0035

(0.00266, 0.00515)
vs.

EDSS > 4:
0.00224

(0.00185, 0.00264);
p=0.286

MSQOL-29 Mental§ rho=0.274; 
p=0.0599

rho=0.336; 
p=0.0174

rho=0.141; p=0.424 rho=0.137; p=0.327 rho=0.139; p=0.462

Age (in years) § rho=-0.0143; 
p=0.917

rho=0.0382; 
p=0.778

rho=0.146; p=0.356 rho=0.0906; p=0.48 rho=-0.0301; p=0.861

 MSQOL - Multiple Sclerosis Quality of Life,   # Median (IQR), § Spearman rank correlation
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INTRODUCTION

High-income countries are undergoing significant demo-
graphic shifts, characterized by population decline and pro-
gressive aging. These transformations are associated with an 
increase in the prevalence of chronic diseases, which often 
coexist, worsening individuals’ quality of life and increasing 
healthcare costs. Identifying the factors that contribute to the 
onset of multimorbidity is particularly complex, as these fac-
tors often interact with each other and cause multiple effects 
across different diseases. 

OBJECTIVES

This study aimed to identify the main risk factors for mul-
timorbidity within a large UK cohort using a fully nonpara-
metric ensemble method. This approach makes no assump-
tions about the underlying relationships between variables 
and allow managing high-dimensional data while preventing 
overfitting.

METHODS

We analyzed data from the UK Biobank cohort, which 
includes detailed information on socioeconomic status, life-
style, anthropometric measures, and environmental exposures 
collected at recruitment, along with disease occurrence ob-
tained through linkage with hospital admissions (primary and 
secondary diagnoses), death records, and cancer registries. 
Multimorbidity was defined as the presence of at least two 
chronic conditions from a list developed through an interna-
tional consensus using a modified Delphi method [1]. To as-
sess the role of 18 candidate variables in predicting the onset 
of multimorbidity over a five-year follow-up, we applied a 
random forest algorithm adapted for survival analysis within 

a competing risk framework [2], considering two competing 
events: the development of multimorbidity and death prior to 
its onset. The candidate variables included: white British/Irish 
ethnicity (Yes/No), qualification level, average total house-
hold income before tax (adjusted for household size and 
categorized into quintiles), area-level index of multiple dep-
rivation (deciles), body mass index (kg/m2), waist circumfer-
ence (cm), pack-years of smoking, alcohol drinking (g/day), 
healthy diet score (ranging from 0 to 5, based on the intake of 
fruit, vegetables, fish, whole grains, processed and red meat), 
walking (at least 10 min, number of times a week), moderate 
physical activity (at least 10 min, number of times a week), 
vigorous physical activity (at least 10 min, number of times 
a week), particulate matter air pollution 2.5 (PM2.5) (µg/
m3), PM2.5-10 (µg/m3), PM10 (µg/m3), NO2 (µg/m3), 
average exposure to evening (7:00 pm – 11:00 pm) or night 
noise (11:00 pm – 7:00 am) (dB).  Results were summarised 
using out-of-bag partial dependence plots and variable im-
portance (VIMP) metrics.

RESULTS

Of the 422,344 individuals included in the cohort, aged 
between 39 and 73 years, we selected 137,565 participants 
who were free from the conditions included in the definition of 
multimorbidity at the time of recruitment and for whom risk fac-
tor information was available. During the five-year follow-up, 
4384 individuals developed multimorbidity (2740 males, 
1644 females). The five-year cumulative incidence was 3.9% 
in males and 2.6% in females. Among individuals who devel-
oped multimorbidity during follow-up, the main conditions ob-
served were cancer (52.4% of males and 52.1% of females), 
arrhythmias (44.7% of males and 28.5% of females) and cor-
onary artery disease (42.1% of males and 24.8% of females). 
Based on VIMP metrics, the strongest predictors in men were 
smoking, waist circumference, and sleep duration; in women 
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alcohol, smoking, and waist circumference. Five-year cumu-
lative incidence was higher for heavy smokers (sex-specific 
95th percentile of pack-years) (males: 6.3%, females: 4.0%) 
compared to non-smokers (males: 3.5%, females: 2.4%); for 
individuals with elevated waist circumference (sex-specific 
95th percentile) (males: 6.1%, females: 5.2%) versus those 
with median values (males: 3.9%, females 2.6%); for heavy 
alcohol drinkers (sex-specific 95th percentile)  (males: 4.6%, 
females: 4.0%) versus median intake (males: 3.8%, females: 
2.4% ); for those sleeping 4 hours/day (males: 6.3%, fe-
males: 4.2%) or 10 hours/day (males: 6.5%, females: 4.5%) 
versus 7 hours/day (males: 3.7%, females: 2.5%). Diet, phys-
ical activity, and air pollution had smaller impacts. 

CONCLUSIONS

Preventive interventions targeting smoking, abdominal 
obesity, and heavy alcohol consumption among middle-aged 
adults in the UK and likely in other high-income countries, may 
substantially reduce the incidence of multimorbidity. Such in-
terventions could improve the health trajectory and burden 
of disease of future older populations. In addition, promoting 
adequate sleep duration appears to be beneficial and should 
be integrated into public health recommendations.

REFERENCES:

1.  Ho ISS, Azcoaga-LorenzoA, Akbari A, et al. Measuring 
multimorbidity in research: Delphi consensus study. BMJ 
Med 2022 Jul 27;1(1):e000247. doi: 10.1136/bm-
jmed-2022-000247. 

2.  Ishwaran H, Gerds TA, Kogalur UB et al. (2014) Random 
survival forests for competing risks. Biostatistics 15, 757-
773.



145

Clinical Epidemiology ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20 Suppl. 1

DOI: 10.54103/2282-0930/29299

3 
 

Figure 1. Partial dependence plots displaying the predicted five-year cumulative incidence of multimorbidity across 
different levels of socioeconomic, lifestyle and environmental exposures, stratified by sex. Family income before tax 
was adjusted for household size and categorized into quintiles. Diet score, ranging from 0 to 5 (with 5 indicating the 
healthiest diet), was based on intake of fruit, vegetables, fish, whole grains, and consumption of processed and red 
meat. Qualification levels are based on the UK Regulated Qualifications Framework (RQF), which classifies education 
attainment from Entry Level through Level 8 [Level 0: No qualification; Level 1: General Certificate of Secondary 
Education (GCSE) or equivalent functional skills; Level 2: Higher attainment (e.g. GCSE grades A–C); Level 3: A-levels 
and access diplomas; Levels 4–5: Sub-degree higher education qualifications (e.g. HNC, foundation degrees); Level 
6: Undergraduate degrees; Level 7: Postgraduate qualifications (e.g. Master’s, PGCE); Level 8: Doctoral-level 
education (e.g. PhD)]. 
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INTRODUCTION

Menstrual cycles are a fundamental aspect of female 
reproductive health. However, variations in the plasma pro-
teome across the menstrual cycle remain largely unknown. 
Previous studies suggest that these changes, along with men-
strual irregularities associated with cycle length, may hold 
substantial diagnostic and prognostic value, not only for re-
productive health conditions but also for broader health out-
comes, including cardiovascular diseases [1, 2, 3, 4, 5].

OBJECTIVES 

1.  Do plasma proteins show phase-specific variation 
across the menstrual cycle?

2.  Do trajectories differ by protein type or by wom-
en’s characteristics?

METHODS

We analysed socio-demographic, health and proteomic 
data from a representative sample of 1,284 non-pregnant 
pre-menopausal women from a cohort of South Asian an-
cestry (2016-2019). Plasma proteins were measured with So-
maScanAssay (v4.1, N=7k). To test for differences in protein 
levels, participants were categorized into eight groups based 
on the date of their last menstruation. A subset of 60 proteins 
was selected based on their association with menopause, 
divided into three groups: high association with menopause, 
medium association with menopause and low association with 
menopause. Statistical analyses were conducted accordingly: 

Welch’s ANOVA was applied to the first set (20 proteins) due 
to unequal variances, followed by post-hoc analysis using the 
Games-Howell test to adjust for multiple comparisons; stand-
ard one-way ANOVA followed by Tukey’s test was used for 
the second and third sets, where homogeneity of variance 
was met.

RESULTS

The first research question, which examined whether plas-
ma proteins exhibit phase-specific variations during the men-
strual cycle, identified significant changes for nine proteins in 
the first set (LHB, FSHB, CGA, CGB7, SFRP4, TFPI, HAMP, FTL, 
FCGRT), one protein in the second set (OXT), and four proteins 
in the third set (CHRDL2, BIN1, CREBBP, and SLC9A3R1).

Of these, twelve proteins (LHB, FSHB, CGA, CGB7, HAMP, 
FTL, FCGRT, SFRP4, TFPI in the first set; OXT in the second set; 
CHRDL2, and CREBBP in the third and last set) are linked to 
menstrual physiology or reproductive health through their 
function, tissue expression (e.g., endometrium, cervix, ovaries, 
placenta), or association with reproductive-related conditions 
or pregnancy. No significant differences were found when 
stratified by age, BMI, chewing tobacco use, type 2 diabetes, 
or oral contraceptive use.

CONCLUSIONS

Understanding how menstrual cycles influence circulating 
proteins could improve our knowledge of biomarker fluctua-
tions and their role in predicting disease. This insight may help 
identify potential diagnostic and prognostic markers. The next 
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step is to expand the analysis to all 7,000 available proteins 
to uncover associations with the menstrual cycle and validate 
significant variations across its phases.
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INTRODUCTION

Hemodialysis is a life-saving procedure that is required by 
patients with end-stage chronic kidney disease. This proce-
dure, based on diffusive and convective mechanisms, uses a 
large amount of treated water (dialysate) to capture patient’s 
blood toxins using a semi-permeable membrane (dialysis fil-
ter). The volume of blood cleared from toxins per minute of 
treatment is defined dialytic clearance and it is indicated by 
the letter K [1]. K is modulated by 3 different factors: patient 
blood flow (Qb), dialysate flow (Qd), filter-specific diffusive 
coefficient (KoA). During standard practice, these factors are 
adjusted in order to achieve an appropriate toxins clearance: 
KoA can be controlled by physician that uses different filter 
type, meanwhile the dialysis machine uses an autoflow mech-
anism (AF) to adjust Qd accordingly to Qb [2, 3]. However, 
in a real case scenario, some patients cannot withstand nor-
mal Qb (Qb < 300 ml/min) then AF need to increase Qd to 
achieve similar purification results but consequently leading 
to higher Qd usage.

Since most information on dialysis filter KoA is based on in 
vitro data, we decided to take advantage of a novel dialysis 
machine (Fresenius 5008®) capable of measuring real-time 
K value and we used this information to quantify in vivo KoA.

OBJECTIVES

Our study aimed to describe, in real case scenario, the 
clearance performance of five different dialytic filters working 

on subjects with suboptimal Qb and to measure how different 
Qd can influence in vivo KoA.

METHODS

We conducted a retrospective descriptive study on 
Nephrology and Dialysis Unit hemodialyzed population 
(AUSL-IRCCS di Reggio Emilia). A cohort of 70 subjects was 
screened for presence of at least 6 hemodialytic sessions (all 
of them with the same filter type) in a time span of 90 days 
and starting from a first session with suboptimal Qb. For each 
session, K values were collected for different combination of 
Qd (500, 300 ml/min) and Qb (300, 250, 200 ml/min). 
KoA in vivo was calculated according to Alayoud et al. work 
[4] and compared with manufacturer in vitro KoA using one 
sample Wilcoxon signed-rank test. Then, using only subop-
timal Qb condition, it was investigated the effect of different 
Qd on in vivo KoA using a paired samples Wilcoxon signed-
rank test. Finally, for each dialysis filter, in vivo KoA values 
were used to generate a nomogram to visualize the relation 
between K and Qb at the end of a standard dialytic session. 
Nomogram calculations were done according to already 
published method [4] and assuming a target of K=1.2V/t for 
the minimal adequate dialytic dose [5]. 

RESULTS

Our data showed that in vivo KoA of Fx80®, Fx100®, 
Fx1000®, Solacea 19H® and Filtryzer BG2.1® dialysis fil-
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ters are all significantly lower (p<0.001) than their respective 
in vitro KoA values reported in the manufacturer datasheet. 
Comparison between KoA values, among different dialysis 
filters, in condition of suboptimal Qb, showed a non-signifi-
cant difference among groups, suggesting that usually higher 
Qd can only increase marginally in vivo KoA. Lastly, we pro-
duced a nomogram that compared dialysis filter performance 
side by side. From top performer to the lowest: Fx® filters 
groups showed similar in vivo K for all Qb modeled, followed 
by Solacea 19H® filter, then Filtryzer BG2.1®. 

CONCLUSIONS

Our data confirmed the discrepancy between in vitro and 
in vivo KoA values for each dialysis filter analysis. Our re-
sults showed a percent decrease spanning from 48% to 61% 
among all filters, and these results are in line with the model 
developed by Daugirdas and colleagues [6] that estimates 
a 57% lower in vivo/in vitro KoA. Unfortunately, due to low 
patient enrollment and data availability, the statistical test 
comparing distinct filters in condition of suboptimal Qb was 
underpowered so it cannot be considered conclusive. Last-
ly, produced nomogram is helpful to visually describe the link 
between Qb and K among distinct dialysis filters. Understand-
ing which are the real in vivo clearance performance of these 
filters, in both normal and suboptimal Qb, is an important 
knowledge to achieve and it can lead to further improvement 
in patient care and resources allocation for the health care 
system. 
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INTRODUCTION

In recent years, artificial intelligence (AI) has emerged as 
a powerful tool to overcome limitations of traditional dietary 
assessment methods such as 24-hour recalls, food frequen-
cy questionnaires, and dietary records [1, 2]. Nevertheless, 
the success of AI models heavily depends on high quality, 
well-curated data. Pre-processing—handling missing values, 
outliers, and inconsistencies—is essential to ensure reliable 
model performance [3, 4]. The Nutrition5k project [5] is the 
first to adopt Deep Convolutional Neural Networks for the 
2D direct prediction of mass and nutritional composition of 
dishes.

AIMS

We used the US-based Nutrition5k project to evaluate the 
performance of various deep learning (DL) algorithms, and to 
compare them in predicting mass, energy, and the macronutri-
ent content from food images. We explored different ground 
truth configurations (by combining data curation with two 
country-specific food composition databases—FCDBs) and 
checked if there were specific dishes consistently mispredicted 
by most algorithms, and what common features they shared.

METHODS

Within the Nutrition5k project, mass (grams), energy 
(kcal), protein, fat, and carbohydrates (grams) contents were 
provided for each of the 5006 dishes as sum of nutritional 

values of single ingredients derived from the US-FCDB. In 
a previous publication [6], we have matched the US dishes 
with their Italian nutritional composition. This gave birth to four 
versions of the Nutrition5k dataset, specifically obtained as 
ground truths by crossing country-specific FCDBs with ingre-
dient-mass correction of outlier dishes.

We chose Inception_V3_IMAGENET1K_V1 (IncV3, 
the updated version of the IncV2 proposed in [5]), Res-
Net101_IMAGENET1K_V2, ResNet50_IMAGENET1K_V2, 
ViT_B_16_IMAGENET1K_SWAG_E2E_V1 (ViT-B-16), built 
in two variants (2+1 and 2+2), and pretrained via the open-
source ImageNet. IncV3_2+2 was our benchmark algorithm 
as in [5]. To ensure reproducibility, we adopted the same 
pipeline as in the Nutrition5k project for train/test split of 
dishes, loss function, frame preprocessing, and performance 
metrics (root mean squared error, mean absolute error – MAE 
– and its percentage – MAPE).

Dish-specific (raw, absolute) differences between pre-
dicted and observed values of the target variables on the test 
set (n=676) were evaluated across datasets and algorithms 
(160 predictions per dish), by considering: (1) percentages 
of perfect, adjacent, and opposite agreement among quar-
tile-based categories, and unweighted Cohen’s kappa statis-
tics, and 2) Bland-Altman plots.

We defined “incorrectly predicted dishes” dishes as those 
that for 7 or 8 DL algorithms (1) exceeded the 95% limits of 
agreement in the Bland-Altman plots and (2) had the highest 
5% of absolute differences across target variables and data-
sets. Their dish frames were manually inspected and further re-
moved when needed. The “incorrectly predicted dishes” were 
then grouped based on similarity in content.
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A sensitivity analysis was carried out to study whether en-
ergy content should be directly predicted by DL algorithms or 
deterministically calculated by summing up predicted macro-
nutrients multiplied by the corresponding conversion factor. 
This led to three scenarios: the 5-task predicted energy content 
(main analysis), the 5-task computed energy content (energy 
calculated based on macronutrients predicted together with 
energy), and the 4-task computed energy content (no energy 
prediction potentially imporving macronutrient prediction).

RESULTS

The median dish to be predicted on the test set had a mass 
of 142 g, energy content of 164.5 kcal, 8.3 g of protein, 6.9 g 
of fat, and 11.3 g of carbohydrates. When dishes showed in-
gredients with extreme weight or composition, algorithms tend-
ed to pull their predictions toward the center of the distribution.

For the same dataset, IncV3s consistently showed the 
worst percentages of perfect agreement across all target 
variables. For a given algorithm, perfect agreement was gen-
erally higher in the corrected datasets, with the exception of 
protein. Similarly, Cohen’s kappa values were lower for the 
IncV3s and higher for the corrected datasets. 

Globally, mass and energy content had more similar and 
lower error metrics, followed by protein, carbohydrates, and 
fat (Figure 1). By dataset, IncV3s generally exhibited the 
worst performances. Ingredient-mass correction strongly im-
proved performance metrics.

The incorrectly predicted dishes were 80, of which 12 were 
discarded (7 for discrepancies between ingredient names 
and images and 5 for image-related issues for all images). 
Beyond the corrected-portion-size group (5%), Salad-based 
(44%), Chicken-based (25%), Eggs-based (13%), and the 
Western-inspired breakfast foods (13%) groups were identi-
fied. From this list we removed a median of 60% of the orig-
inal frames, which led to a slight reduction in MAPE values.

While comparing our three scenarios, we observed a gra-
dient: performance was the highest in the 5-task predicted, 
then the 5-task computed and finally the 4-task computed en-
ergy content scenario, advancing that energy prediction may 
partially compensate for macronutrient prediction errors, par-
ticularly those arising from image grounding issues. The ViT-
B-16’s showed minimal differences (~<7%) across scenarios.

CONCLUSIONS

We investigated the use of the Nutrition5k dataset for di-
rectly predicting the nutritional composition of dishes (includ-
ing mass) using 2D images. All six selected algorithms out-
performed the benchmark IncV3_2+2, as well as the lighter 
IncV3_2+1. Data curation, especially ingredient-mass cor-
rection, is critical in influencing algorithm performance.
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Figure 1. Median error, as measured by mean absolute percentage error, for single target variables and algorithms across datasets, before 
frame filtering. Abbreviations: MAPE, Mean Absolute Percentage Error.
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INTRODUCTION

Acute pancreatitis (AP) is the main pancreatic disease 
diagnosed in the world [1]. The etiology of AP is commonly 
alcoholic or related to biliary events [2,3]. Current guidelines 
recommend performing early cholecystectomy (EC), as sur-
gery significantly reduces the risks of subsequent recurrence 
[4,5,6,7,8]. Recurrence of acute biliary pancreatitis (RBAP) 
is defined as a syndrome of multiple distinct acute inflamma-
tory responses originating in individuals with genetic, envi-
ronmental, traumatic, metabolic, who experienced a second 
episode of AP after at least 3 months [9]. To date, RBAP is 
a dangerous clinical complication of the pancreas, requiring 
emergency surgery and it can cause death if not operated on 
within 24 hours of onset [9]. However, due to particular pa-
tient frailties, medical-surgical conditions, or logistic problems, 
EC is not always performed [10]. The early identification of 
patients at high risk of recurrence could lead to better clinical 
and logistics management and provide practical recommen-
dations for cholecystectomy priority [11,12,13,14]. Predicting 
and preventing RBAP can reduce costs of hospitalization and 
medical care and, more importantly, promote the manage-
ment and prioritization of cases hospitalized with AP and po-
tentially subject to relapse. Our recent systematic review [15] 
confirmed that there are no prospective studies that tried to 
model the prediction of RBAP. All evidence emerged through 
monocenter, retrospective data, was inconclusive and contra-
dictory. The aim of the MINERVA study is 2-fold: on one hand, 
it aims to gather prospective data about RBAP from XX centers 
in Italy; on the other, it aims to develop and validate the first 
machine learning-based predictive model to identify patients 
at risk of RBAP [16]. 

OBJECTIVE

The MINERVA (Machine learnINg for the rElapse Risk 
eValuation in Acute Biliary Pancreatitis) project is the first ob-
servational multicenter prospective trial designed to investi-
gate the predictive factors of relapse in acute biliary pancrea-
titis using artificial intelligence (AI) and by collecting outcomes 
at 3 months, 6 months, and 1 year follow-up. The aim of this 
project is to develop a predictive model of acute biliary pan-
creatitis recurrence based on a convolutional neural network 
(CNN), using images generated from tabular clinical data 
from both prospective and retrospective multi-centric sources.

Methods Clinical tabular data from the retrospective 
MANCTRA [17] and prospective MINERVA [16] datasets 
were merged to obtain 2413 instances appropriately pre-
processed to manage missing values, normalizations and 
prevent errors. A strong imbalance was regulated applying 
the adasyn algorithm [18], to increase the minority class (ini-
tially 8% of the total) with artificial instances. The final dataset 
was made by 3630 subjects divided in 1441 with relapse and 
2189 without it. The selected predictors were divided in nu-
merical: the patient’s age, BMI, white blood cell (per mm3), 
neutrophil (per mm3), platelet (per mm3), international nor-
malized ratio, protein c-valuesreactive, aspartate aminos-
trasferase (units/liter), alanine aminostrasferase (unit/liter), 
total birylubin (mg/dl), direct conjugated birylubin, gamma 
glutamyl transpeptidase (units/liter), serum amylase (units/
liter), lipasis (units/liter), the lactate dehydrogenase (units/
liter); and categorical: sex of the patient, previous episodes 
of pancreatitis, clinical history of diabetes, clinical history of 
chronic lung disease, hypertension, atrial fibrillation, chronic 
kidney disease, disease of the hematopoietic system, immu-
nosuppressive drugs at the time of admission, cholodulelith-
iasis, acute cholangitis, department of hospitalization and 
Endoscopic Retrograde Colangiography-Pancreatography. 
Then, using the PCA-based Deepinsight algorithm [19], the 

Clinical Epidemiology ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20 Suppl. 1

© 2025 De Simone A. et al..DOI: 10.54103/2282-0930/29441

CORRESPONDING AUTHOR: De Simone Adriano, adriano.desimone3@unina.it

(1)  Department of Advanced Medical and Surgical Sciences, University of Campania ”Luigi Vanvitelli”, Naples, Italy.
(2)  Department of Electric Engineering and Information Technologies, University of Naples Federico II, Naples, Italy.  
(3)  Department of Surgical Science, Emergency Surgery Unit, University of Cagliari,Cagliari, Italy.
(4)  Department of Public Health University of Naples Federico II, Naples, Italy. 

Adriano De Simone(1,2), Mauro Podda(3),  Dario Bruzzese(4) & Daniela Pacella(4)

Predicting Acute Biliary Pancreatitis Relapse using 
CNN: The MINERVA Multicentric Study

https://doi.org/10.54103/2282-0930/29441
mailto:adriano.desimone3@unina.it


154

Clinical Epidemiology ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20. Suppl. 1

DOI: 10.54103/2282-0930/29441

features have been mapped to pixels with a grid size equal 
to 128; To process the images, we designed a CNN consist-
ing of 3 reduction blocks with ReLU and MaxPooling activa-
tion, followed by 2 fully connected layers: the first with ReLU 
and Dropout, the second with sigmoid activation for binary 
classification (RBAP: yes/no). we used Adam optimizer (L2 
adjustment) and binary cross-entropy loss. Data were divid-
ed into training (70%), validation (15%) and test sets (15%), 
and AUC, F1-score and accuracy were used for evaluation. 
We used an adaptive variable learning rate (LR) starting from 
0.001, a batch size(BS) between 16 and 32, the number of 
periods incrementally validated according to a trial and error 
approach, and then fixed by early stopping (ES) technique. 
A classical non-parametric bootstrap approach, based on 
50-iterations, was adopted to estimate the variability of per-
formance metrics by evaluating greater robustness and reli-
ability of the predictive capabilities compared to fluctuations 
in baseline data. The python code took about 30 minutes to 
run on a PC with Processor 12th Gen Intel(R) Core(TM) i5-
12400F (12CPUs) 2.5 GHz, Operating System Microsoft 
Windows 11 Pro and RAM from 32GB, equipped with NVID-
IA GeForce RTX 4060.

RESULTS

The model showed good predictive performance in vali-
dation phases with an AUC of (84.38 ± 1.76)%, while on test 
AUC is 82.25% . Parameters as follows: BS=32, LR=0.001, ES 
at 60 epochs and weight decay equal to 0.0001. 

 
Figure 1. Structure of the implemented CNN (A), Calibration Plot  (B) and Roc Curve Plot (C) of the model. 

CONCLUSION

This study presents the first AI model developed specifical-
ly for the prediction of RBAP. The integration of clinical data 
from complementary sources and the application of CNN 
techniques demonstrate the feasibility and clinical potential of 
this approach in an area that has been little explored so far. 
The results of this work are promising and the testing of AI to 
support the management of cases of relapse of acute biliary 
pancreatitis can prove a beneficial factor in supporting the 
medical clinic.
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OBJECTIVES

Antiseizure medication (ASM) discontinuation is a frequent 
and clinically meaningful outcome in the treatment of epilepsy, 
often reflecting inadequate tolerability, limited effectiveness, or 
both[1, 2]. In this study, we reanalyzed data from the COM-
PARE Italian multicenter cohort previously published by Roberti 
et al[3].to investigate real-world outcomes in patients treated 
with the most recent add-on ASMs. Our aim was to compare 
treatment persistence among lacosamide, brivaracetam, and 
perampanel over time, and to assess how adverse events 
and clinical response influence the discontinuation process. 
In contrast to the original multivariable regression approach, 
we applied a propensity score weighting framework to better 
approximate causal effects and address residual confounding.

METHODS

We estimated stabilized inverse probability of treatment 
weights (IPTW) using a multinomial propensity score model 
based on age, sex, epilepsy duration, etiology, seizure type, 
prior ASM exposure, epilepsy surgery, and baseline poly-
therapy[4, 5]. Time to treatment discontinuation was analyz-
ed through log-logistic accelerated failure time (AFT) models, 
which allow direct estimation of time ratios (TRs)[6]. Clinical 
response and adverse events were added as covariates to 
explore their potential mediating role. Interaction terms with 
log-transformed time were introduced to assess how treat-
ment effects evolve longitudinally. Robustness was evaluat-
ed through sensitivity analyses using cluster-robust standard 
errors and symmetric weight trimming to exclude individuals 
with extreme propensity scores.

RESULTS

The analysis included 828 patients (250 lacosamide, 234 
brivaracetam, 344 perampanel), with a maximum follow-up 
of 36 months. In unadjusted AFT models, brivaracetam (TR = 
0.48, 95% CI: 0.27–0.84) and perampanel (TR = 0.46, 95% 
CI: 0.27–0.76) were associated with shorter persistence than 
lacosamide. After adjusting for adverse events and response, 
the association was attenuated for brivaracetam (TR = 0.68, 
95% CI: 0.42–1.14), while perampanel remained significant 
(TR = 0.61, 95% CI: 0.38–0.97). Both adverse events (TR = 
0.44, 95% CI: 0.30–0.66) and clinical response (TR = 4.25, 
95% CI: 2.97–6.07) were independently associated with time 
to discontinuation, supporting their potential mediating role. 
Time-dependent models revealed that the initial disadvantage 
of brivaracetam (interaction TR = 2.50, 95% CI: 2.21–2.83) 
and perampanel (TR = 2.60, 95% CI: 2.34–2.88) diminished 
over time. Clinical response became increasingly protective, 
while the impact of adverse events waned. Sensitivity analy-
ses confirmed the robustness of these findings.

CONCLUSIONS

The risk of treatment discontinuation evolves dynamically 
and differs among ASMs. Lacosamide showed greater early 
persistence, whereas brivaracetam and perampanel, despite 
being associated with earlier dropout, demonstrated im-
proved retention among patients who tolerated them beyond 
the initial period. These findings suggest that the first weeks 
of treatment may be critical for identifying and managing 
tolerability issues, especially with brivaracetam and peram-
panel. Our results underscore the importance of adopting a 
dynamic, patient-centered approach to ASM selection, con-
sidering not only baseline characteristics but also longitudinal 
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6.  Swindell WR (2009) Accelerated failure time mod-
els provide a useful statistical framework for aging re-
search. Exp Gerontol 44:. https://doi.org/10.1016/j.
exger.2008.10.005

response and tolerability. Propensity score-based methods, 
when applied appropriately, can enhance causal inference 
in observational studies and provide clinically meaningful in-
sights to guide therapeutic decisions in epilepsy care.
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INTRODUCTION

Achieving and maintaining optimal glycemic control from 
the onset of type 1 diabetes (T1D) is crucial in pediatric care, 
especially in early childhood when the developing brain is 
highly vulnerable to both hypo- and hyperglycemia [1-3]. 
Hyperglycemia during early childhood increases the risk of 
long-term vascular complications, while severe hypoglyce-
mia may impair neurocognitive development, causes family 
anxiety, and complicates social integration [4-5]. Although 
automated insulin delivery (AID) systems have demonstrated 
efficacy in controlled trials, real-world evidence in children 
under six years of age, particularly involving off-label use, 
remains limited. The Control-IQ (CIQ) algorithm, integrated 
into the Tandem t:slim X2 insulin pump, has shown benefits in 
adolescents and school-aged children [6-10]. However, few 
studies have evaluated its long-term use in children under six 
in routine clinical practice.

OBJECTIVE

This study aimed to compare the real-world effectiveness 
and safety of the CIQ system in two pediatric age groups—chil-
dren aged 0.5–5 years and children aged 6–10 years—over 
an 18-month follow-up period. We evaluated effectiveness in 
terms of glycemic control (% of time in glucose range 70–180 
mg/dL [TIR], % of time in glucose range 70–140 mg/dL [TITR], 
and HbA1c) and safety in term of adverse events (diabetic ke-
toacidosis [DKA], hyperglycemia and severe hypoglycemia).

METHODS

This prospective, multicenter observational study used 
retrospective data from 32 Italian pediatric diabetes centers. 
Eligible participants had T1D diagnosed  ≥ 6 months, , were 
< 11 years old at CIQ initiation, and had continuous glucose 
monitoring (CGM) data available via Glooko® or Clarity® 
software at least every 6 months during the 18-month fol-
low-up. Children with non-T1D or aged >10 years at CIQ 
start were excluded. Participants were stratified by age at 
CIQ initiation (0.5–5 and 6–10 years). At CIQ initiation 
(baseline) sex, presence of celiac disease or thyroiditis and 
parents’ age, nationality and education, were collected. 
HbA1c, BMI z-score, CGM-derived data (TIR, TITR, % of time 
spent in glucose ranges: <54 mg/dL, 54-<70 mg/dL, 180-
<250 mg/dL, >250 mg/dL, Glucose Monitoring Indicators 
and coefficient of variation of glucose), Glycemia, Standard 
Deviation of Glycemia [SD] and DKA episodes were as-
sessed at baseline, 6, 12, and 18 months. Descriptive statis-
tics were used for baseline comparisons. Chi-square or t tests 
evaluated group differences. Trend over time points in TIR, 
TITR, and HbA1c were analysed using mixed-effects mod-
els for repeated measures, adjusted by age group, sex, time 
from diagnosis to CIQ initiation, DKA at onset and parents’ 
socio-economic characteristics (at least one non-Italian par-
ent, parents’ education). A sequential difference contrast was 
used to model time; interaction between time and age groups 
was evaluated. Only children with complete data on the out-
comes at all four time points were included in these models. 
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Safety outcomes included the proportions of DKA and severe 
hypoglycaemias occurring during 18-month follow-up.

RESULTS

Of the 334 children enrolled, 253 (106 aged 0.5–5; 147 
aged 6–10) had complete data on the outcomes and were 
included in longitudinal analyses. At T1D diagnosis, a higher 
prevalence of thyroiditis in the older group was found, and no 
significant sociodemographic differences. At CIQ initiation, 
younger children had a significantly shorter time from diag-
nosis to CIQ initiation (1.36 vs 2.61 years, p<0.001), high-
er HbA1c (8.3%% vs 7.7%, p=0.020) and higher glycaemic 
variability (SD 63.3 mg/dL vs 58.3 mg/dL, p = 0.023) while 
TIR, TITR, and the other CGM-derived data were comparable. 

Longitudinal analysis (Figure 1) showed significant im-
provement in both groups 6 months after CIQ initiation: TIR in-
creased by 6.62% (95% CI: 4.89–8.36) and TITR by 5.63% 
(95% CI: 3.61–7.66), corresponding to over 80 additional 
minutes/day spent in target ranges. These improvements 
were sustained at 12 and 18 months. HbA1c decreased by 
an average of 0.82% (95% CI: –1.01 to –0.62) in the first 
6 months, remaining stable thereafter. No significant interac-
tion between time and age groups was observed, indicating 
similar trends in both cohorts. Having at least one non-Italian 
parent was significantly associated with lower TIR (-5.82%, 
95% CI: -10.33 to -1.31) and higher HbA1c levels (0.31%, 
95% CI: 0.01 to 0.63). A high parental education level (uni-
versity or higher vs. up to lower secondary education) was 
associated with higher TIR (8.61%, 95% CI: 3.03–14.18) and 
lower HbA1c levels (−0.42%, 95% CI: −0.78 to −0.06). Age 
at CIQ initiation, time from diagnosis to CIQ initiation, DKA at 
diagnosis, and sex were not significant predictor. 

Regarding safety, no severe hypoglycaemia episodes 
were reported in the younger group, and only one occurred 
in the older group after 12 months. A single DKA episode 
was recorded in a child under six. Moreover, CGM-derived 
data indicated that time spent in hypoglycaemia (<54 and 
54–69 mg/dL) remained consistently below clinically rele-
vant thresholds (<1% and <3%, respectively). 

CONCLUSION

In this large real-world cohort of young children with T1D, 
the CIQ system demonstrated consistent and sustained im-
provements in glycaemic outcomes over 18 months, with mini-
mal adverse events. Significant gains in TIR, TITR, and HbA1c 
were observed in both age groups, particularly in the first 6 
months after CIQ initiation. These benefits were maintained 
long-term, regardless of initial glycaemic status and presence 
of DKA at diagnosis. The system proved safe even in children 
under six, supporting its current use in off-label settings with 
appropriate clinical oversight. Our findings reinforce the val-
ue of early AID adoption to optimize long-term metabolic out-
comes in pediatric T1D.
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Figure 1. Effect of time on Time In Range, Time In Tight Range and HbA1c between age groups. 

Panel A: TIR 70-180 mg/dL Panel B: TITR 70-140 mg/dL

Panel C: HbA1c
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INTRODUCTION

Multiple sclerosis (MS) is a chronic immune-mediated 
disease of the central nervous system with a complex etiol-
ogy involving both genetic and environmental factors [1]. 
Epstein–Barr virus (EBV), a ubiquitous herpesvirus infecting 
over 90% of the global population, has consistently been 
identified as one of the strongest environmental risk factors 
for MS. Observational studies have shown increased MS risk 
following infectious mononucleosis and elevated EBV anti-
body titers. Proposed mechanisms include molecular mimicry 
and impaired immune control of latent EBV infection [2]. A 
notable longitudinal study in U.S. military personnel demon-
strated a >30-fold increase in MS risk following EBV sero-
conversion [3]. However, such findings remain susceptible to 
residual confounding, selection bias, and reverse causation, 
particularly considering emerging evidence suggesting that 
MS-related immune dysregulation may begin years before 
diagnosis.

OBJECTIVES

To address limitations in observational research and 
strengthen causal inference, we applied two-sample Mende-
lian Randomization (MR) to investigate whether humoral im-
mune IgG responses to EBV antigen EBNA-1 is causally asso-
ciated with MS risk specifically considering the MHC region, 
where the majority of genetic signals associated with EBNA-1 
antibody levels are located [4]. To address the extensive link-
age disequilibrium (LD) and pleiotropy in the MHC region, 
we applied a cis-MR framework centered on the constrained 
maximum likelihood method (cis-MR-cML), a methods allow-
ing for correlated instrumental variables (IVs) and robust to IV 
assumption violations [5].

METHODS

We conducted a two-sample MR analysis using summary 
statistics from genome-wide association studies of antibody 
responses to EBV antigen EBNA-1 in 8,477 white British 
participants from the UK Biobank, and of MS risk in 115,803 
individuals of European ancestry from the International MS 
Genetics Consortium. SNPs were selected using GCTA-CO-
JO with UK Biobank cohort as LD reference panel[6,7]. To 
account for the extensive LD in the MHC region, it was treated 
as a single LD block. A stepwise regression approach was 
used, with p-value thresholds of 5×10-3 for SNPs associat-
ed to EBNA-1 levels (Ix, set of candidate IVs) and of 5×10⁻⁸ 
for SNPs associated to MS (Iy). Then, conditional effect of 
each candidate IV with both EBNA-1 and MS was estimat-
ed conditioning for all the other SNPs in Ix and in Iy in LD 
with it (considering an R² > 0.005). This approach aims to 
mitigate LD-driven horizontal pleiotropy. Instrument strength 
and directionality were then assessed using F-statistics and 
Steiger filtering to obtain the final set of IV to be used in the 
MR analysis. To obtain estimates for causal effect, we applied 
cis-MR-cML [5] and, as sensitivity analyses, additional MR 
methods (GSMR and LDA-Egger) [8,9] for robustness checks. 
We also conducted reverse MR analyses to evaluate whether 
MS genetic susceptibility may influence EBV antibody levels, 
reflecting potential bidirectional or disease-driven effects.

RESULTS

GCTA-COJO identified 19 SNPs, candidate IVs, jointly 
associated with EBNA-1 IgG levels. After conditioning the 
effect of this potential IVs for the other SNPs in Ix and Iy, we 
obtained a set of 6 IVs with F-statistic > 10 and passed the 
Steiger directionality test (p<0.05). Cis-MR-cML identified 
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and removed one invalid IVs identified as outliers, leading 
to a final set of five IVs with global F-statistic = 24.6 and a 
significant correct causal directionality (p<0.001). The MR re-
sults indicated that a 1 SD increase in genetically predicted 
EBNA-1 IgG levels was associated with a two-fold increase 
in MS risk (OR=2.42 [95%CI: 1.87;3.14], p<0.001). GSMR 
provided further support for this significant causal association 
with similar effect estimate (OR ≈ 2). LDA-Egger did not detect 
significant directional pleiotropy (p>0.05), and the slope es-
timate further supported a significant risk association. Reverse 
MR analysis did not find a bidirectional relationship, as the 
estimated association between MS and EBNA-1 levels was 
not statistically significant (p>0.05).

CONCLUSIONS

Our findings support a causal role of increased humor-
al immune responses to EBV antigen EBNA-1 in increasing 
MS risk. Using a robust cis-MR framework and accounting 
for extensive MHC region LD, we showed that genetically 
predicted EBNA-1 IgG levels are significantly causally asso-
ciated with MS unidirectionally. These results strengthen the 
hypothesis that impaired immune control of EBV may be a key 
mechanism in MS pathogenesis and highlight the potential of 
EBV-targeted prevention strategies.
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INTRODUCTION

Transcatheter aortic valve implantation (TAVI) has 
emerged as first choice for severe aortic stenosis (AS) in pa-
tients older than 75 years for all surgical risks [1], as well as in 
inoperable or high surgical risk patients [2], including nona-
genarians [3]. Invasive treatments of these very elderly raise 
several ethical, financial, and procedural issues. Current data 
on the effectiveness and clinical outcomes of TAVI in this aged 
group remain limited, with unclear benefits and potential futil-
ity of the procedure in nonagenarians.

OBJECTIVES

To compare the overall survival and the risk of all-cause 
and heart failure-specific hospitalization in nonagenarian pa-
tients hospitalized for symptomatic severe aortic stenosis (AS) 
who underwent transcatheter aortic valve implantation (TAVI) 
or conservative treatment in the Lombardy Region.

METHODS

This population-based retrospective cohort study  was en-
tirely based on healthcare utilization databases of the Italian 
region of Lombardy. The cohort included all nonagenarians 
hospitalized for AS between 2017 and 2021, who underwent 
TAVI within 90 days from first diagnosis or conservative treat-
ment. The association between TAVI and clinical outcomes 
was assessed through Cox or Fine&Grey regression models. 
Given that patients exposed to TAVI are likely to have a more 

favorable clinical profile compared to unexposed patients, 
two different comparative analyses were conducted. First, 
since the baseline characteristics were restricted to specific 
measurable variables (age, sex, comorbidities and co-treat-
ments summarized in the MCS [4]), the comparison could 
have been influenced by residual unmeasured confounding. 
To address this potential bias, a semi-automated data-adap-
tive high-dimensional propensity score (HDPS) approach 
was employed to reduce potential founding by indication [5]. 
Second, administrative data may not fully capture the clini-
cal heterogeneity between exposed and unexposed patients, 
and unexposed patients are likely to have a higher mortality 
rate within the first months after the diagnosis of severe aortic 
valve stenosis. Thus, an additional analysis was conducted on 
patients who survived the first six months of follow-up.

RESULTS

Overall, 16,848 nonagenarians hospitalized for AS were 
identified. Among these, 320 patients underwent TAVI. In the 
unmatched cohort, patients who underwent TAVI were young-
er, more frequently males, and exhibited a more favorable 
clinical profile compared to those who were unexposed to 
TAVI. In the HDPS analysis, 193 patients exposed to TAVI 
were matched to as many control patients. The 2-year sur-
vival rates were 76.0 % and 37.7 %, respectively, in TAVI and 
control patients, corresponding to an HR of 0.24 (95% CI 
0.15–0.37). When excluding patients who died within the first 
6 months of follow-up, a significantly higher survival was still 
observed among TAVI patients (HR 0.27, 95% CI 0.16–0.47). 
The 2-year cumulative incidence of all cause re-hospedaliza-
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tion was higher during the first six months, being 47.4 % and 
34.7 %, respectively. Rehospitalization for heart failure was 
11.1 % and 26.5 %, respectively, corresponding to an HR of 
0.64 (95% CI 0.40–0.99).

CONCLUSIONS

This study further supports the usefulness of TAVI in nona-
genarians, as it showed to improve their survival rate, reduce 
their risk of rehospitalization, and likely increase their quality 
of life. 
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Figure 1. Overall survival of patients who did (red line) or did not (blue line) undergo transcatheter 
aortic valve implantation (TAVI) in the high-dimensional propensity score (HDPS) the matched cohort 

that only included patients who survived the first six months of follow-up.
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INTRODUCTION

The SPIRIT 2013 Statement [1] has long represented the 
international gold standard for the content of clinical trial 
protocols, providing a comprehensive framework to ensure 
transparency, methodological rigor, and ethical soundness. 
However, the rapid evolution of trial methodologies, regula-
tory landscapes, and data-sharing practices has created the 
need for a revised standard. Just days ago, SPIRIT 2025 [2] 
was released, introducing updated and expanded guidance 
that reflects contemporary challenges and expectations, par-
ticularly in areas such as adaptive designs, patient involve-
ment, and statistical analysis. Despite these efforts, numerous 
studies continue to document suboptimal adherence to SPIRIT 
recommendations [3], especially concerning trial design and 
statistical methods. Evaluating real-world adherence to SPIRIT 
guidelines [4] offers valuable insights into common shortcom-
ings, systemic barriers, and areas requiring targeted support 
or training [5]. 

OBJECTIVES

The aim of this study was to assess whether it is possible 
to predict which clinical trial protocols are likely to show high 
adherence to SPIRIT guidelines, with a specific focus on meth-
odological items. We sought to identify study-level charac-
teristics that may act as potential predictors of adherence, to 
better understand structural drivers of protocol quality and 
support future improvement strategies.

METHODS

We retrieved information on design and methodological 
features of clinical trial protocols submitted between 2021 to 
2025 to the local Ethics Committee and recorded them in a 
centralized REDCap registry. Adherence to SPIRIT 2013 items 

related to methodology, study design, data collection, man-
agement, and analysis (items 9–21b) was assessed. The 2013 
version was used because all studies included were submitted 
prior to the release of Spirit 2025. Each item was scored as 
fulfilled or not, and an individual adherence score was com-
puted as the total number of satisfied items. We described the 
distribution of adherence scores using median and interquar-
tile range (IQR). Since adherence scores were not normally 
distributed, we dichotomized the scores at the median value, 
classifying them into higher adherence (“good”) and lower 
adherence (“poor”) categories. To address the predictive 
objective, we implemented a set of machine learning algo-
rithms (e.g. Random Forest, eXtreme Gradient Boosting, and 
Boosted Logistic Regression) applied to a pool of candidate 
predictors selected for their potential relevance to the out-
come. Model performance was evaluated using accuracy, 
area under the ROC curve (AUC), and F1 score. Variable 
importance was then assessed across models, and the most 
influential predictors were subsequently incorporated into a 
multivariable logistic regression model to evaluate their inde-
pendent association with the outcome. Covariates included 
study characteristics related to sponsorship, methodological 
features, submission timing, and thematic focus. Odds ratios 
and corresponding 95% confidence intervals will be reported 
to evaluate the direction and strength of the association. Anal-
yses were conducted using Stata software, release 19 and R 
version 4.4.3.

RESULTS

All 132 protocols included in the analysis were no profit in-
terventional. Of these, 28% were monocentric, 59% multicen-
tric within Italy, and 13% involved international sites. Overall, 
32.6% of the studies were promoted by Italian sponsors with 
structured biostatistical support, 62.9% by other Italian spon-
sors for whom the availability of such support is unknown, 
and 4.5% by international institutions, also with unknown bi-
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ostatistical support. Randomization was used in 59% of pro-
tocols. Blinding was reported in 12% of protocols: 9% were 
double-blinded and 3% single-blinded. Median adherence 
to the overall SPIRIT checklist was 72% (IQR 52.3%–85.7%). 
In the methods section, adherence was 80% (IQR 60%–90%) 
for items 9–15, 100% (IQR 66%–100%) for items 16–17, and 
62.5% (IQR 37.5%–87.5%) for items 18–21b. The outcome 
was defined as a summary score representing the number of 
methodological items checked and was dichotomized at the 
median value. The presence of a biostatistics unit was signif-
icantly associated with higher methodological quality (OR = 
3.44; 95% CI: 1.08–10.99; p = 0.037). Protocols involving 
pediatric populations were less likely to meet high-quality cri-
teria (OR = 0.085; 95% CI: 0.007–1.048; p = 0.054), as 
were those in the Oncology/Infectious Diseases area (OR = 
0.20; 95% CI: 0.045–0.870; p = 0.032). The model demon-
strated good discriminative ability (AUC = 0.792) and excel-
lent calibration (p = 0.91).

CONCLUSIONS

By combining traditional statistical approaches with in-
novative machine learning models, we gained a clearer un-
derstanding of which protocol features are predictive of high 
adherence to SPIRIT guidelines. Our findings suggest that the 
involvement of a multidisciplinary team, including biostatisti-
cians, is strongly associated with better methodological qual-
ity. Protocols submitted by IRCCS institutions showed higher 
adherence. In contrast, trials involving special populations, 
particularly pediatric studies, were more likely to exhibit 
lower adherence, highlighting a need for targeted guidance 
and support in these contexts. Future analyses should include 
a larger sample and protocols evaluated by multiple Ethics 
Committees to enhance the generalizability of these findings.
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INTRODUCTION

Clonal hematopoiesis (CH) refers to the expansion of a 
blood stem cell and its descendants, driven by somatic driv-
er mutations, and includes clinically relevant subsets such as 
clonal hematopoiesis of indeterminate potential (CHIP). CHIP, 
in particular, is increasingly recognized for its role in lymphoid 
malignancies. Although CH is a relatively common phenom-
enon—affecting over one-third of individuals and becoming 
more prevalent with age—it is linked to a heightened risk of 
hematological cancers, various non-hematological condi-
tions and inflammation. Inflammation responses play a central 
role in cardiovascular diseases and heart failure and recent 
studies suggested CH as an important trigger for dilated car-
diomyopathy (DCM) [1]. 

AIMS

Thanks to recent findings of a genome-wide association 
study (GWAS) that identified 42 independent genetic variants 
associated with the risk of developing CH [2], we conducted a 
study aimed at evaluating whether a polygenic risk score (PRS) 
for CH risk is related to the diagnosis and prognosis of DCM.

METHODS

The study analyzed a DCM cohort of 315 patients recruit-
ed in the Heart Muscle Disease Registry of Trieste (IT)  and 
718 healthy individuals from the same region. A PRS was de-
rived based on 27 GWAS loci was calculated using imputed 
SNP-array data. PRS standardized levels were compared 
across groups using a generalized linear mixed-model that 

included a genomic relatedness matrix as random effect to 
account for familial relationships. As for the analysis of dis-
ease progression in the DCM cohort, two primary outcomes 
were investigated: (1) life-threatening arrhythmic events, and 
(2) heart failure–related events. Time-to-event analysis was 
performed using cause-specific Cox mixed-models.

RESULTS

The PRS was significantly higher in healthy individuals 
compared to DCM patients (OR=0.82 95% CI [0.69, 0.97] 
per SD increase, p=0.005). When differentiating between 
DCM patients who were carriers and non-carriers of patho-
genic/likely pathogenic variants, the observed difference was 
primarily driven by the carrier group (mean difference=-0.22, 
95% CI [-0.41, -0.04]). During a median follow-up of 109 
months (IQR=[24,194]), 80 (25%) individuals experienced 
life-threatening arrhythmic events, 43 (14%) experienced 
heart failure–related events and 57 (18%) died. No associ-
ation was observed between PRS and either arrhythmic out-
come, neither with heart failure outcome.         

CONCLUSIONS

These findings contribute to expanding the knowledge 
on the relationship between clonal hematopoiesis (CH) and 
cardiovascular diseases, specifically dilated cardiomyopathy 
(DCM), where current understanding remains limited. The ob-
served association between lower CH PRS levels and higher 
DCM risk was unexpected. Further studies are needed to con-
firm these results and clarify their implications.
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INTRODUCTION

Colorectal cancer (CRC) represents one of the most im-
portant public health issues worldwide and the third most di-
agnosed cancer globally. International Agency for Research 
on Cancer (IARC) data reported a global incidence of more 
than 1.9 million in 2022, and at least 900,000 deaths, repre-
senting the second leading cause of cancer death[1]. Molec-
ular events CRC include genetic and epigenetic anomalies, 
such as DNA Mismatch Repair (MMR) system instability. The 
loss of MMR repair activity results in microsatellite instabili-
ty[2]. Mismatch repair system deficit (dMMR) is observed in 
about 15% of all CRCs[3]. While in an undamaged and ef-
ficient repair system, MMR proteins identify and repair DNA 
mismatches that occur during replication, when microsatellites 
are unstable mismatches that result from DNA replication can-
not be repaired [4]. It is of fundamental importance to distin-
guish MSI CRC from CRC with microsatellite stability (MSS), 
both from a prognostic point of view, as the former show a 
better overall survival (OS) and disease- free survival (DFS), 
but also predictively as MSI tumors respond poorly to adju-
vant treatment with 5- fluorouracil (5-FU) in the early stages 
[5].

OBJECTIVE

Evaluate whether an increase or decrease in the expres-
sion of MMR proteins is quantitatively associated with mor-
phological patterns and the impact this has on survival.

METHODS

All patients with CRC diagnosed from 2020 to 2021 car-
ried out at the Surgical Pathology Unit of S. Spirito Hospital in 
Casale Monferrato (Alessandria, Italy) were included. dMMR 
immunohistochemical assessment was performed with RO-
CHE’s automated VENTANA BenchMark Ultra platform and 
the following antibodies: VENTANA anti-MLH1, VENTANA 
anti-PMS2, VENTANA anti-MSH6. IHC-marked cells for all 
four MMR proteins are evaluated for presence or loss of ex-
pression based on the signal occurrence or absence released 
by the diaminobenzidine chromogen (DAB) of the detection 
system. MMR protein expression quantification, mainly MLH1 
and MSH6, was performed by optical microscopy observa-
tion. MMR quantification was assessed in an independent 
evaluation by two observers. Any glandolar structure was 
considered as expressed when more than half of the cells were 
stained by IHC assay. Further to the independent evaluation 
of the observers, samples without quantification agreement 
were jointly assessed and re-estimated to reach a quantitative 
evaluation mutually agreeable to the investigators, with a 5% 
variation range between both observations. Specific quantifi-
cation was then provided for all samples, with a lowest of 5% 
and a highest of 100%. The resulting expression was lastly 
subdivided into two scores, high and low, according to the 
median value that was calculated on the whole sample. Uni-
variate and multivariate logistic regression models were used 
to find determinants of low or no expression of MSH6 and 
MLH1 separately. The estimated Odds Ratio (OR) and 95% 
confidence interval (CI) were considered to this aim. Varia-
ble selection for multivariable logistic models was performed 
with a forward stepwise process. In order to assess the effect 
of MMR expression on overall survival (OS), Kaplan-Meier 
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curves with log-rank test were used. Hazard Ratio (HR) and 
95% CI, estimated by semi-parametric proportional hazard 
Cox regression models, were then also used. Variable selec-
tion for the multivariate Cox regression model was performed 
by considering those variables resulted statistically significant 
in the logistic regression models and those considered clini-
cally meaningful. For survival analyses, the last episode re-
corded in the hospital repository was considered as the last 
follow-up date for patients with a lifetime status.

RESULTS

In our study 73 patients were included. Male gender was 
the most represented (63.0%), the median age of patients was 
74 years [IQR 66-80], with a range of 52-89 years. Most 
patients were affected by CRC with the following morpho-
logical features: histologic grade G2 (68.5%), high tumor 
budding (71.2%) and infiltrating growth margin (75.3%). The 
not otherwise specified (NOS) histotype was the most fre-
quently diagnosed (82.2%). Multivariate analysis showed 
that high-grade budding is associated with increased odds of 
low MSH6 expression (OR = 11.20; 95% CI: 2.34-53.72), as 
well as, for MLH1 more aggressive histotype (OR=4.81; 95% 
CI: 1.25-18.51) and perineural invasion (OR=3.61; 95% CI: 
1.20-10.87). Neither MSH6 nor MLH1 expression resulted 
to have an effect on survival.

CONCLUSIONS

MMR expression quantification in CRCs could be a valu-
able tool for prognostic patient stratification, as  patients with 
low expression may show a response more similar to that of 
unstable tumors. Although some aggressive features are as-
sociated with lower MMR expression, this does not seems to 
have an effect on survival. Given the high variability in the re-
sulting estimates, further studies on larger sample are needed 
to confirm the relationships found.
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INTRODUCTION

Obesity and overweight are globally recognized as ma-
jor modifiable risk factors for coronary artery disease (CAD), 
yet the mechanisms underlying this association are complex 
and multifaceted ([1],[2]). Beyond mechanical and metabolic 
alterations, a growing body of evidence suggests that chronic 
low-grade inflammation plays a central role among indirect 
factors increasing cardiovascular risk in obese individuals. 
This systemic inflammation is typically quantified by circulating 
biomarkers, including C-reactive protein (CRP) and Plasmino-
gen Activator Inhibitor-1 (PAI-1), both of which have known 
pro-atherogenic properties. However, few studies have for-
mally quantified the indirect role of inflammation in mediating 
the effect of excess weight on coronary outcomes using robust 
causal frameworks.

AIMS

The main objective of this study was to quantify the extent 
to which chronic low-grade inflammation, measured prospec-
tively via CRP and PAI-1, mediates the relationship between 
body mass index (BMI) and the risk of CAD. By applying a 
formal mediation model adapted for time-to-event data, we 
aimed to provide a nuanced understanding of this relation-
ship disentangling the direct and indirect components and 
considering their possible evolution over time.

METHODS

Data were derived from the EPICOR study ([3]), the car-
diovascular branch of the EPIC Italy study (European Pro-

spective Investigation into Cancer and Nutrition). Here 1416 
participants were involved in a case-cohort design with 622 
incident CAD cases (major coronary events or myocardial in-
farction). Baseline measures included BMI, CRP, and PAI-1. 
We estimated the total causal effect (TCE) of BMI categories 
on CAD and decomposed it into the pure direct effect (PDE) 
and the natural indirect effect (NIE) via inflammation, using 
a counterfactual-based weighting approach developed for 
survival outcomes ([4],[5]). This methodology allows valid 
mediation estimation even in the presence of non-rare out-
comes, under the key assumptions of no unmeasured con-
founding of the exposure-outcome, exposure-mediator, and 
mediator-outcome relationships; and no mediator-outcome 
confounders affected by the exposure ([6]).

Flexible parametric Royston-Parmar survival models ([7]) 
were used to estimate hazard ratios (HRs), adjusting for age, 
sex, relative index of inequality ([8]), total physical activity, 
smoking status, and geographic area. CRP and PAI-1 levels 
were treated as continuous mediators. Sensitivity analyses 
excluded early events to reduce reverse causality risk. Me-
diation effects were computed at 1, 5, and 10 years post-en-
rollment, and stratified analyses were conducted by sex. The 
positivity assumption was verified, and no violations of identi-
fiability conditions were detected.

RESULTS

The causal effects estimated as a function of time in terms 
of HRs are shown in the figure below for the intermediate BMI 
category (upper panels) and for the highest BMI category 
(lower panels) with respect to the normal weight one. A direct 
effect (panels A and D) was detected over the whole follow-up 
time. There was also evidence for an indirect effect (panels B 
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and E), more relevant for the third BMI category than for the 
second one with respect to the first one. Only in the first case 
these effects slightly increased with time. The TCEs (panels C 
and F) remained always significant with a slowly decreasing 
pattern for the highest BMI category. Point estimations of the 
effects at different time epochs confirmed this interpretation: 
at 10 years, the NIE for the intermediate BMI category was 
1.19 [95% CI: 0.93–1.52], and for the highest one was 1.65 
[95% CI: 1.14–2.48]. These indirect effects represent relevant 
portions of the total effect (TCE = 1.71 and 2.47, respectively), 
indicating that inflammation explains a meaningful share of 
the increased CAD risk in higher BMI categories. Notably, the 

NIE for obese individuals remained significant across all time 
points, with relatively stable HRs over time. The PDEs, while 
also statistically significant, showed smaller magnitudes, par-
ticularly at longer follow-up.

Stratified analyses confirmed the robustness of these find-
ings. In both sexes, similar patterns of mediation were ob-
served, although confidence intervals widened slightly. Simi-
lar analyses using waist-to-hip ratio WHR instead of BMI as a 
measure for obesity yielded consistent results, reinforcing the 
biological plausibility of the causal pathway. 

CONCLUSIONS

Our findings provide strong epidemiological and meth-
odological evidence that chronic low-grade inflammation, as 
measured by CRP and PAI-1, mediates a portion of the effect 
of excess adiposity on CAD. By adopting a formal mediation 
framework compatible with survival analysis, we disentan-
gled the pathways linking BMI and cardiovascular outcomes, 
highlighting inflammation as a biologically plausible and 
statistically significant intermediate mechanism. These results 
underscore the importance of incorporating inflammatory bi-
omarkers into cardiovascular risk prediction and may inform 
future prevention strategies. The study also illustrates how 
mediation analysis, when carefully implemented, can yield 
insights into the causal architecture of complex epidemiolog-
ical relationships. This methodological approach may prove 
valuable in evaluating the effects of novel anti-inflammato-
ry or weight-reducing therapies on cardiovascular outcomes 
through their impact and have potential implications for a bet-
ter selection of patients for treatment.on systemic inflammation 
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BACKGROUND

 Knee pain represents the second most common musculo-
skeletal disorder after low back pain [1]. Knee osteoarthritis 
(OA) represents the leading cause of knee pain, as well as the 
most common site for OA, with a projected increase of 74.9% 
[uncertainty interval 59.4-89.9%] in the number of cases by 
2050 compared to 2020 [2]. Laser therapy (LT) represents a 
non-invasive treatment modality that is frequently provided to 
adults with knee OA due to its anti-inflammatory effects, de-
spite not being recommended in major OA treatment guide-
lines [3]. Trials usually report measures of function and pain 
in this population, which are correlated when measured on 
the same participants. Nevertheless, meta-analyses typically 
ignore such correlations and perform univariate meta-anal-
yses on the two outcomes independently, which may impact 
the estimates and their precision [4]. Conversely, multivariate 
meta-analyses consider the correlation between different out-
comes and have the potential for the estimate of one effect to 
borrow strength from the data on other effects of interest [5].

OBJECTIVES

To assess the effectiveness of LT compared to sham LT on 
function and pain in adults with knee OA, taking advantage 
of the correlation between the two outcomes.

METHODS

PubMed and Embase were systematically searched from 
inception to May 6th, 2025 for placebo-controlled rand-
omized controlled trials (RCTs) comparing LT to sham LT, alone 
or in addition to other conservative interventions (e.g., physio-

therapy, exercise), in adults with knee OA. Studies were includ-
ed if they measured function and pain with the Western Ontar-
io and McMaster Universities Osteoarthritis Index (WOMAC) 
Physical Function and Pain subscales, respectively. In case of 
multiple relevant study groups, the sample size of the control 
group was split accordingly. Within-group mean changes and 
corresponding standard deviations of change (SDs) were ex-
tracted. When not reported, mean changes were computed 
and the SD of change was calculated following the Cochrane 
Handbook guideline [6] and assuming a correlation of 0.5 
between baseline and post-treatment values. 

A frequentist random-effect bivariate meta-analysis was 
performed on function and pain at the end of treatment, as-
suming a common correlation between outcomes (r=0.824, 
from external reference [7]) for all included studies. Sensitivity 
analyses assuming different correlation values (i.e., 0.2, 0.4, 
0.6) were also performed. Univariate random-effects me-
ta-analyses for the two outcomes disjointly were performed 
estimating the between-study heterogeneity using the restrict-
ed maximum likelihood estimator (REML) and computing the 
95% confidence interval (95%CI) using the Hartung-Knapp 
(HK) method. Mean differences (MD) and 95%CI were cal-
culated for both univariate and bivariate meta-analysis. Bi-
variate estimates were compared with univariate estimates 
and the impact of bivariate meta-analysis was assessed using 
the Borrowing of Strength (BoS) index [5] and the estimated 
number of additional studies using correlated evidence [8]. 
All the analysis were performed in R version 4.4.1.

RESULTS

From 233 individual records identified, 14 RCTs (16 ef-
fect sizes) involving 728 adults with knee OA were included. 
Main bivariate meta-analyses supported the effectiveness of 
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LT compared to sham LT (function: MD -3.57, 95%CI -5.27 to 
-1.86; pain: MD -1.37, 95%CI -2.12 to -0.61). Similar esti-
mates have been computed in univariate meta-analyses and 
in sensitivity analyses (Figure 1).

Compared to univariate meta-analyses, the main model 
improved the precision of the estimates (i.e., reduced standard 
error), with a BoS of 15.5% and 9.5% for function and pain, 
respectively. The extra information gained by using correlated 
evidence is similar to finding direct evidence from approxi-
mately three and two additional studies, respectively. When 
considering sensitivity analyses, bivariate models improved 
the precision of the estimate for function for every assumed 
correlation, while bivariate models with lower correlations 
(i.e., r<0.4) resulted in reduced precision and, consequently, 
larger confidence intervals compared to the univariate mod-
el for pain. Heterogeneity statistics were similar in univariate 
and bivariate models.

CONCLUSIONS

Compared to sham LT, the current findings support that LT 
improves function and pain in adults with knee OA, irrespec-
tive of the meta-analytic model considered. Despite univariate 
and multivariate models provide very similar results, with ap-
parently little information gained from considering the corre-
lation between the two outcomes, the latter may improve the 
precision of the estimates. Nevertheless, the extent to which 
multivariate meta-analyses may provide more precise esti-
mates and thus narrower confidence intervals depends on 
the assumed correlation and the considered outcome. Future 
research, considering situations where studies do not provide 
information on all outcomes or provide different measures of 
selected outcomes (thus requiring standardization of the ef-
fect estimates), or extending the bivariate meta-analysis to 
more than two outcomes, may shed light on the impact of a 
multivariate meta-analytic approach compared to separate 
univariate meta-analyses in the field.
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Figure 1. Comparison between multivariate and univariate meta-analyses
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INTRODUCTION

Systemic Lupus Erythematosus (SLE) is a chronic autoimmune 
disease with multiorgan involvement. Lupus Nephritis (LN) is a 
common severe manifestation of SLE which occurs in up to 60% 
of SLE1. Despite immunosuppressive therapies, long-term out-
comes remain poor, with a significant proportion progressing to 
end-stage kidney disease. Belimumab, a monoclonal antibody 
targeting B-cell activating factor, has shown promise in SLE treat-
ment. The BLISS-LN trial2, a 104-week, phase 3, randomized, 
placebo-controlled study, demonstrated improved renal re-
sponses with belimumab added to standard therapy in patients 
with active LN. However, a key limitation of most trials, including 
BLISS-LN, is the underrepresentation of patients with impaired 
kidney function (eGFR <60 ml/min/1.73m²). Considering the 
prognostic relevance of renal impairment at lupus nephritis onset, 
this study evaluates the effects of belimumab in the subgroup of 
patients with impaired kidney function from the BLISS-LN trial.

OBJECTIVES

To assess renal response and eGFR recovery in LN patients 
with impaired renal function treated with belimumab versus pla-
cebo at 52 and 104 weeks.

METHODS

Patients with baseline eGFR between 30–60 ml/min/1.73 
m² (N=74) were included. Participants received belimumab or 
placebo in combination with corticosteroids and either myco-
phenolate mofetil or cyclophosphamide. Endpoints included 
were primary efficacy renal response (PERR), complete renal 
response (CRR), eGFR recovery ≥10%, ≥20%, ≥30%, and 

≥50%, and time to renal-related events or death. Kaplan-Mei-
er and log-rank tests were used for time-to-event analysis. All 
analysis was performed on the intention-to-treat population 
and stratified by three kidney-biopsy LN classes: Class III or IV, 
Class III+V or IV+V, and Class V.

RESULTS

In addition to corticosteroids, 41 patients received Belimum-
ab (29 received mycophenolate and 12 cyclophosphamide) 
and 33 patients placebo (21 received mycophenolate and 12 
cyclophosphamide). At time of kidney biopsy, 42 patients (26 
on Belinumab; 16 on Placebo) had class III or IV, 9 (4 on Be-
linumab; 5 on Placebo) had class V, and 23 (11 on Belinum-
ab; 12 on Placebo) had mixed forms. At 52 weeks, PERR was 
achieved in 19.5% (belimumab) versus 33.3% (placebo), while 
CRR was 12.2% vs 9.0%, respectively (Table). At 104 weeks, 
PERR was achieved in 29.3% (belimumab) versus 33.3% (pla-
cebo), while CRR was 14.6% vs 15.2%, respectively (Table). No 
significant differences emerged between the two groups. Nota-
bly, eGFR recovery at all thresholds was significantly higher in 
the Belimumab group compared to placebo one.

CONCLUSIONS

In LN patients with moderate renal impairment, belimum-
ab showed no significant improvement in primary or complete 
renal response rates compared to placebo. However, it was 
associated with significantly better recovery of eGFR. These 
results suggest a potential renal benefit of belimumab in this 
high-risk population, particularly in preserving or improving 
kidney function.
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Table. Distribution (no., %) of achievement of Primary efficacy renal response rate (PERR), Complete renal response  (CRR), and recovery 
eGFR at weeks 52 and 104 in patients treated with Belimumab or Placebo. 

52 week 104 week

Overall sample Belimumab (N=41) Placebo 
(N=33)

Belimumab (N=41) Placebo 
(N=33)

PEER 8 (19.5) 11 (33.3) 12 (29.3) 11 (33.3)

CRR 5 (12.2) 3 (9.0) 6 (14.6) 5 (15.2)

Recovery eGFR

≥ 10% 24 (80.0) 21 (72.4) 23 (85.2) 13 (54.2)

≥ 20% 23 (76.7) 18 (62.1) 22 (81.5) 10 (41.7)

≥ 30% 23 (76.7) 14 (48.3) 22 (81.5) 8 (33.3)

≥ 50% 16 (53.3) 10 (34.5) 16 (59.3) 4 (16.7)

Class III and Class IV (N=26) (N=16) (N=26) (N=16)

PERR 7 (26.9) 7 (43.8) 8 (30.8) 7 (43.8)

CRR 4 (15.4) 1 (6.2) 4 (15.4) 2 (12.5)

Recovery eGFR

≥ 10% 13 (81.2) 11 (78.6) 13 (86.7) 8 (66.7)

≥ 20% 13 (81.2) 10 (71.4) 13 (86.7) 7 (58.3)

≥ 30% 13 (81.2) 9 (64.3) 13 (86.7) 6 (50.0)

≥ 50% 11 (68.8) 7 (50.0) 9 (60.0) 3 (25.0)

Class III+V,IV+V (N=11) (N=12) (N=11) (N=12)

PERR 1 (9.1) 3 (25.0) 2 (18.2) 3 (25.0)

CRR 1 (9.1) 1 (8.3) 1 (9.1) 2 (16.7)

Recovery eGFR

≥ 10% 10 (90.9) 8 (72.7) 9 (90.0) 4 (44.4)

≥ 20% 9 (81.8) 7 (63.6) 8 (80.0) 2 (22.2)

≥ 30% 9 (81.8) 5 (45.5) 8 (80.0) 2 (22.2)

≥ 50% 4 (36.4) 3 (27.3) 6 (60.0) 1 (11.1)

Class V (N=4) (N=5) (N=4) (N=5)

PERR 0 1 (20.0) 2 (50.0) 1 (20.0)

CRR 0 1 (20.0) 1 (25.0) 1 (20.0)

Recovery eGFR

≥ 10% 1 (33.3) 2 (50.0) 1 (50.0) 1 (33.3)

≥ 20% 1 (33.3) 1 (25.0) 1 (50.0) 1 (33.3)

≥ 30% 1 (33.3) 0 1 (50.0) 0

≥ 50% 1 (33.3) 0 1 (50.0) 0
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INTRODUCTION

In patients with stable coronary artery disease (CAD), 
medical therapy alone does not increase the risk of ischem-
ic cardiovascular events or deaths, as compared to an ini-
tial invasive strategy by percutaneous coronary intervention 
[1]. However, patients with left main coronary artery disease 
(LMCAD) have poorer prognosis, and current guidelines rec-
ommend revascularization [2]. Therefore, a non-invasive di-
agnostic method, less expensive than coronary angiography 
(CAG), which could reliably identify LMCAD, would allow a 
safe and more sustainable treatment of the vast majority of 
stable CAD patients.

OBJECTIVES

The MAin stem Stenosis prediction Through Exercise Re-
sponse (MASTER) multicenter case-control study was de-
signed to develop a diagnostic model for excluding LMCAD 
among subjects referred to coronary angiogram (CAG) for 
documented or suspected myocardial ischemia. 

METHODS

Eligible subjects were suspected CAD patients with an in-
terpretable exercise stress test (EST) performed before CAG. 
The training set included patients with a CAG performed be-
tween 2010 and 2021 in 5 Italian hospitals; the validation set 
included patients with a CAG performed between 2022 and 
2024 in 3 of the centers used for model training and in two 
additional hospitals (one in Italy and one in the USA). Cas-
es were patients with either ≥50% left main (LM) stenosis or 
≥70% stenoses of both proximal left anterior descending and 
proximal circumflex arteries identified through CAG.

In all patients, we collected demographic, clinical, labo-
ratory and EST variables. To deal with missing values, we per-
formed a single imputation using predictive mean matching 
for numerical variables, logistic regression for binary varia-
bles and polytomous regression for categorical variables with 
more than two levels [3]. The diagnostic model was identified 
by applying logistic regression with Akaike Information Crite-
rion (AIC)-based backward stepwise selection. 

The performance of the selected model in terms of discrim-
ination was quantified by the Area Under the Curve (AUC) 
with 95% confidence intervals (95% CI). The optimal thresh-
old for the linear predictor corresponded to the point on the 
ROC curve closest to the top-left corner, assuming a ratio of 
the cost of misclassifying a case versus a control equal to 100 
and a 5% prevalence of LMCAD among patients undergoing 
CAG for suspected CAD [4, 5]. Based on the optimal thresh-
old, we estimated sensitivity, specificity, negative and positive 
predictive values (NPV and PPV).

We performed an internal validation estimating the opti-
mism-adjusted AUC based on 500 samples [6].

We performed external validation in the complete valida-
tion set, and, as a sensitivity analysis, in the subset of patients 
from the centers not included in the training set.

RESULTS

The training set included 219 cases and 554 controls. 
The selected model showed an AUC of 0.80 (95% CI, 0.76-
0.83), which after adjusting for optimism became 0.77 (see 
Figure 1).

The model had a sensitivity of 86.3% and a specificity of 
56.2%, with a NPV of 98.7% and a PPV of 9.4%.

The validation set included 137 cases and 274 controls, 
of whom 53 and 91 in the two additional centers, respective-
ly. The accuracy of the model on the complete validation set 

Clinical Epidemiology ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20 Suppl. 1

© 2025 Malanima M. A. et al..

CORRESPONDING AUTHOR: Malanima M. A., marco.malanima@phd.unipi.it

(1)  Department of Clinical and Experimental Medicine, University of Pisa, Italy
(2)  Department of Surgical, Medical and Molecular Pathology and Critical Care Medicine, University of Pisa, Italy
(3)  Division of Cardiac Rehabilitation, Istituti Clinici Scientifici Maugeri, IRCCS, Gattico-Veruno, Italy

Malanima Marco Andrea(1,2), De Carlo Marco(2), Temporelli Luigi(3), Fornili Marco(1), Baglietto Laura(1), De 
Caterina Raffaele(2), on behalf or the MASTER Study Group

A Non-invasive Diagnostic Tool to Rule Out Left 
Main Stem Stenosis: the MASTER Study

DOI: 10.54103/2282-0930/29547

mailto:marco.malanima@phd.unipi.it
https://doi.org/10.54103/2282-0930/29547


180

Clinical Epidemiology ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20. Suppl. 1

DOI: 10.54103/2282-0930/29547

decreased, with an AUC of 0.70 (95% CI, 0.66-0.74). At the 
best threshold identified from the training set, sensitivity was 
81.0% and specificity 45.3%. The NPV and PPV were 97.8% 
and 7.2%, respectively.

When we limited the external validation to the two centers 
not included in the training set, we obtained similar results 
(AUC 0.72, 95% CI 0.63-0.81, sensitivity 79.2%, specificity 
47.2%, NPV 97.7% and PPV 7.3%).

Figure 1. ROC curves in the training set (blue), complete validation set (red) 
and validation set including only the two additional centers not used for 

model training

CONCLUSIONS

This large and multicentric study showed that, based on de-
mographic, clinical and EST variables, it is possible to rule out 
the presence of LMCAD in patients able to perform a maxi-
mal EST, with a negative predictive value of about 98%, with a 
small difference between internal and external validation. Such 
results might influence the clinical management of stable CAD 
patients, by sparing many CAGs to non LMCAD patients.
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INTRODUCTION

In Italy, it was estimated that approximately 1,200,000 
people were living with dementia in 2018 (1). International 
reports from the Lancet Commission indicate that intensive in-
terventions targeting modifiable risk factors, such as diabetes 
mellitus, hypertension, obesity, physical inactivity, depression, 
smoking, and low educational attainment, could prevent or 
delay up to 35% of dementia cases worldwide. In Italy, a 
20% reduction in these seven risk factors could lead to a 6.4% 
decrease in Alzheimer’s dementia cases (2,3,4,5).

OBJECTIVES

The PREV-ITA-DEM project, a large-scale study funded in 
2022 by the Italian Ministry of Health under the National Re-
covery and Resilience Plan (PNRR-MAD-2022-12375822), 
aimed to estimate the incidence of dementia in relation to risk 
factors such as diabetes, hypertension, and depression. The 
study adopted a population-based approach using data from 
Healthcare Utilization Databases (including Pharmaceuticals, 
Exemptions, Hospitalizations, Population Registry, and Mor-
tality) with the goal of supporting prevention efforts.

MATERIALS E METHODS 

This retrospective cohort study involved three distinct co-
horts, each exposed to one of the three risk factors of inter-
est: hypertension, diabetes, and depression. The reference 
population included the adult population (aged ≥ 50 years) 
living in and receiving healthcare in the metropolitan area of 
Turin, in Bologna Local Health Authority (AUSL), and in Lazio 
region. Exposure cohorts were defined between January 1, 
2011, and December 31, 2020, using a 4-years look-back 
period (2007–2010) to identify only incident cases. Fol-
low-up, with a maximum duration of 12 years, started on Jan-
uary 1, 2011, and ended at the earliest occurrence of one of 
the following events: dementia diagnosis, migration, death, or 
the end of the study period (December 31, 2022). A method-
ological approach based on a Common Data Model (CDM) 
was adopted, with a shared operational protocol, harmo-
nized database structures, and a common script applied lo-
cally by each participating center, in compliance with data 
privacy regulations established by the Italian Data Protection 
Authority. A record linkage procedure of regional adminis-
trative health data flows was executed to generate the three 
studied cohorts.
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Quantitative variables were synthesized through means 
and standard deviations, while categorical variables were 
reported as absolute and relative frequencies. Incidence rates 
for dementia and the exposures (hypertension, diabetes, de-
pression) were calculated based on the number of incident 
cases per person-time, also accounting for censored individu-
als (due to death or migration). The risk of dementia associat-
ed with each exposure was estimated using Cox proportional 
hazards models, both univariate and multivariate (adjusted 
for key confounders), with time-dependent exposures. Results 
were expressed as Hazard ratios (HRs) and 95% confidence 
intervals (95% CIs). Data were analysed using Stata and SAS 
software, with a p-value <0.05 for statistical significance.

RESULTS

During the follow-up period, dementia incident cases af-
ter a diagnosis of depression added up to 4,161 (12.3%) in 
Bologna, 15,412 (9.4%) in Lazio, and 6,775 (8.5%) in Turin. 
Regarding diabetes, the number of individuals who devel-
oped dementia was 1,163 (4.1%) in Bologna, 6,854 (3.6%) 
in Lazio, and 1,917 (2.1%) in Turin. Finally, for hypertension, 
dementia incident cases during follow-up amounted to 6,729 
(3.8%) in Bologna, 13,018 (1.0%) in Lazio, and 3,321 (1.5%) 
in Turin.

Univariate analysis showed a positive association be-
tween depression and the risk of dementia in Bologna (HR: 
6.0; 95% CI: 5.6–6.4), Lazio (HR: 5.06; 95% CI: 4.88–
5.25), and Turin (HR: 7.56; 95% CI: 7.21–7.94). Diabetes 
was also significantly associated with dementia across all 
three studied areas: Bologna (HR: 2.2; 95% CI: 1.9–2.4), 
Lazio (HR: 1.8; 95% CI: 1.7–1.9), and Turin (HR: 2.4; 95% 
CI: 2.2–2.7). Hypertension showed a positive association in 
Bologna (HR: 1.5; 95% CI: 1.4–1.6) and Lazio (HR: 1.06; 
95% CI: 1.0–1.1), while an inverse association was observed 
in Turin (HR: 0.94; 95% CI: 0.89–0.98).

After adjusting for sex, age, and Charlson Comorbidity 
Index, depression was strongly associated with an increased 
risk of dementia across all areas: Turin (HR: 6.0; 95% CI: 5.7–
6.2), Bologna (HR: 2.8; 95% CI: 2.6–2.9), and Lazio (HR: 
2.58; 95% CI: 2.49–2.68). Diabetes showed a significant 
association only in Turin (HR: 1.7; 95% CI: 1.5–1.8) and Bo-
logna (HR: 1.1; 95% CI: 1.02–1.3), whereas the association 
was not confirmed in Lazio (HR: 0.98; 95% CI: 0.93–1.03). 
Hypertension was inversely associated with dementia in all 
areas: Turin (HR: 0.9; 95% CI: 0.9–1.0), Bologna (HR: 0.63; 
95% CI: 0.60–0.66), and Lazio (HR: 0.80; 95% CI: 0.78–
0.82).

CONCLUSIONS

These preliminary findings underscore the importance of 
prevention strategies focused on the early management of 
psychiatric and metabolic risk factors in the adult population, 
suggesting potential benefits in reducing the incidence of de-
mentia.
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INTRODUCTION

Gastro-esophageal reflux disease (GERD) is increasingly 
common worldwide, with a prevalence in Western countries 
between 10 and 30% of the population. Prevalence could 
be even underestimated as only typical symptoms (heartburn 
and regurgitation) are considered in epidemiological studies. 
At present no questionnaire is universally accepted as the 
benchmark. Herein we propose a new 15-item questionnaire, 
named RoRex (Rovereto Reflux), which is intended to be both 
complete as it considers both typical, atypical and extra-eso-
phageal symptoms, easy to understand, and as objective as 
possible as it assesses symptom frequency on a numeric scale 
rather than perceived severity.

AIM

To validate the RoRex questionnaire.

METHODS

The RoRex questionnaire was administered via web from 
April 2021 to October 2023 to volunteers and patients at-
tending specialized gastrointestinal surgical units in two 
Italian centres, Rovereto (Trento) and Verona. Each indi-
vidual answered a RoRex version in scientific jargon and in 
plain language, and two already validated questionnaires, 
RSI and GERD-HQRL. Internal consistency was assessed by 

Cronbach’s alpha, questionnaire dimensions were evaluated 
by exploratory and confirmatory factor analysis, and item re-
sponses were related to subjects’ characteristics.

RESULTS

213 individuals (149 patients and 64 volunteers) an-
swered the questionnaire. Of these, 60 patients and 29 vol-
unteers were recruited in Rovereto, while 89 patients and 35 
volunteers were recruited in Verona. In the exploratory factor 
analysis (EFA), two factors (esophageal and extra-esophage-
al symptoms) were identified which accounted for 97.7% and 
94.1% of the total variance of the scientific or plain language 
versions, respectively (Kaiser–Meyer–Olkin [KMO] statistic 
= 0.9015 form normal item and 0.8803 for easy item). For 
the plain language version, overall Cronbach’s α of the ques-
tionnaire was 0.89, indicating good internal consistency; in 
detail, Cronbach’s α was equal to 0.87 for factor 1 and 0.85 
for factor 2. We evaluated the factor correlation matrix of the 
final exploratory factor analysis to be verified discriminant 
validity. The correlation between factor 1 and factor 2 was 
0.546. The confirmatory factor analysis (CFA) yield similar 
results.

CONCLUSION

The RoRex questionnaire seems to be an easy clinical tool, 
useful to diagnose GERD and evaluate therapy effectiveness, 
whether medical or surgical.
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INTRODUCTION

Acute myeloid leukemia (AML) is a clonal bone marrow 
disorder marked by impaired hematopoiesis, leading to cy-
topenia and transfusion need. Predominantly affecting older 
adults, its incidence is expected to rise with population aging. 
Using data from the latest 2021 Global Burden of Disease 
(GBD) study, the global incidence of AML was 144,645 in 
2021 (+82% with respect to 1990) [1]. The age-standardized 
incidence rate (ASIR) was increasing in Western Europe (from 
2.25 (2.17–2.32) in 1990 to 2.79 (2.57–2.93) in 2021) 
and particularly in Italy (from 2.0 (1.9-2.1) in 1990 to 2.9 
(2.7-3.1) in 2021) [2]. Allogeneic stem cell transplantation 
(Allo-SCT) is considered the only curative treatment for up to 
80% of the cases. Unfortunately, 30-40% of the transplant-
ed patients eventually relapse within the first 2 years after 
allo-SCT, and accordingly, the identification of the most ef-
fective and safest therapeutic alternatives after relapse is of 
paramount importance, especially in high income countries.

The Gruppo Italiano Trapianto di Midollo Osseo (Clini-
calTrials.gov NCT06790680) study was designed with the 
aim to describe the real-life management of AML/MDS 
post-transplant relapses in Italy and draw some conclusions 
on the role of the different treatment strategies in the different 
settings of relapse. It included data of 859 AML/MDS cases 
from 33 Italian transplant Centers who relapsed after all-SCT 
between 2015 and 2021, which were extracted from the Eu-
ropean PROMISE database (n = 3336).

STATISTICAL METHODS

Descriptive statistics were expressed as Mean (SD), me-
dian (range) for continuous variables, and as count and per-
centages for categorical variables. The probability of the OS 
was calculated by the Kaplan–Meier method. Cox propor-
tional hazards regression model and the log-rank test were 
used to compare OS across groups. The Grambsch and Ther-
neau score test (1994) for the time-varying coefficient=0 was 
used to test the proportionality of the PH Cox regression mod-
el. For both Treatment-related Mortality (TRM) and Relapse 
Mortality (RM), the sub-distribution hazard models were es-
timated, and the Gray’s test was used for comparison across 
groups.
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The association with the independent variables was as-
sessed by the sub-hazard ratios (SHR) with corresponding 
95%CIs. Factors that were associated with a two-sided P-val-
ue of 0.05 in the univariable analysis were included in a mul-
tivariable analysis. In the presence of non-proportional risks in 
the OS, the interaction of individual covariates with time was 
modelled as an unrestricted smooth cubic spline function [3]. 
Conversely, when estimating the Fine and Gray competing 
risk regression model, we did not test nor correct for non-pro-
portional risks, as suggested in [4-5]. Statistical analysis was 
performed in the R environment (https://cran.r-project.org/).

RESULTS

Of 859 AML/MDS relapse cases after allo-SCT, 
647(75%) received post-relapse treatment, with 86% clas-
sified as HIGH disease burden (hematological relapse) and 
14% as LOW disease burden (minimal residual disease pos-
itivity and/or molecular mixed chimerism). Hypomethylating 
agents (HMAs) +/- venetoclax were the most frequently used 
treatment (308/647 (47.6%)), in combination with DLI in 
20.4% (132/647) of the cases. 

In this series, OS was 55% and 28% at 1 and 2 years, 
respectively, RM was 39% and 56% at 1 and 2 years, re-
spectively, and TRM  was 6% and 15% at 1 and 2 years, 
respectively.

Among the 647 treated patients, overall survival (OS) was 
significantly longer in patients with LOW disease burden re-
ceiving DLI-based therapy (p<0.001), and the treatment-re-
lated mortality (TRM) was influenced by disease burden at 
relapse (p<0.001) (Figure 1). By multivariate analysis LOW 
disease burden at relapse (HR 0.4 95%CI=(0.29-0.55)), 
complete remission status at transplant (HR 0.6 95%CI=(0.49-
0.72)) and DLI-based treatment (HR 0.65 95%CI=(0.52-0.8)) 
were independently associated with improved OS. The use of 
DLI was independently associated with reduced relapse mor-
tality (HR 0.56 95%CI= (0.43-0.74)) and with increased TRM 
(HR 1.45 95%CI= (1.06-1.97)). In the subset of 308 patients 
treated with HMAs +/- venetoclax group, the OS remained 
significantly longer in patients with LOW disease burden and 
DLI-based therapy(p<0.001), but TRM was not influenced by 
disease burden at relapse(p=0.762) (data not in Table).

DISCUSSION

This study confirmed the poor outcome for AML/MDS 
relapsed patients after allo-SCT, consistently with [6-7]. In-
terestingly, there was a dramatic unbalance between patients 
submitted to a post-relapse treatment at the time of hemato-
logical relapse (86%) and patients treated in the early phase 
(14%) that suggests a quite widespread clinical practice of 
delaying treatment to the most advanced stages of post-trans-
plant relapse. However, our study demonstrates that initiat-
ing therapy at an early stage significantly improves survival 
outcomes, particularly in patients receiving immunotherapy 
with donor lymphocyte infusion. Notably, also in the subset of 
patients submitted to hypomethylating agents (HMAs), with or 
without venetoclax, therapy with DLI seems to improve the sur-
vival, especially in patients presenting with a low disease bur-
den at relapse. Furthermore, there is evidence of the relatively 
safety profile of HMAs +/- venetoclax therapy treatment, as 
the TRM was not significantly influenced by the disease bur-
den at relapse.

CONCLUSIONS

In relapsed AML/MDS following allo-SCT, disease bur-
den at the time of relapse emerges as the key determinant of 
long-term treatment outcomes. The early use of molecularly 
targeted agents and donor lymphocyte infusion (DLI) should 
be considered in clinical practice as soon as a low disease 
burden is detected.
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INTRODUCTION 

Fine motor function, which integrates motor control and 
cognitive processing, has emerged as a promising non-in-
vasive marker for neurodegenerative diseases and cognitive 
impairment.[1] However population-based reference data 
on fine motor patterns across adulthood are limited, making 
it difficult to distinguish physiological aging from pathological 
decline. The population-based Cooperative Health Research 
in South Tyrol (CHRIS) study, includes detailed assessments 
of fine motor function using digital spiral analysis (DSA).[2,3] 
DSA is a scalable and valid approach that captures the dy-
namics of hand drawing movements. It enables the quantifi-
cation of multiple dimensions of fine motor control by extract-
ing a range of spatiotemporal and frequency-based features 
from the drawing. These features provide a rich, multidimen-
sional profile of neuromotor performance and hold promises 
for capturing early age-related deviations or subtle motor 
impairments associated with neurodegenerative processes.

OBJECTIVES

The objectives of this investigation were to characterize 
normative, age-dependent patterns of fine motor function 
across adulthood using spiral-derived kinematic metrics. Spe-
cifically, we aimed to estimate age-, sex-, and hand-specific 
centile curves for multiple motor parameters using flexible dis-
tributional modelling that captures central tendency, variabil-
ity, and skewness. In addition, we sought to identify age of 
peak performance, inflection points in motor trajectories, and 
the age of steepest decline through derivative-based analysis.

METHODS

All participants from the CHRIS study who completed 
three digital spiral drawings per hand (six in total) by alter-
nating hands at each repetition were included in this investi-
gation. Five spiral-derived metrics were analyzed, represent-
ing distinct domains of fine motor function: spatial properties 
(trace length), temporal measures (drawing time), kinematic 
features (drawing speed and acceleration), and markers of 
movement irregularity (tremor amplitude estimated from pen 
displacement and deviations from the ideal spiral path). Sep-
arate models were fitted for dominant and non-dominant 
hands, and all models incorporated sex-specific smooth age 
trends to account for biological differences in motor aging. 

To characterize age-normative patterns, the mean and 
degree of dispersion of each metrics were modeled as func-
tions of age using the Box-Cox Cole and Green (BCCG) dis-
tribution within the Generalized Additive Models for Location, 
Scale, and Shape (GAMLSS) framework.[4] This approach 
enabled estimation of age-dependent centile curves for each 
metric while simultaneously modeling changes in dispersion 
and skewness. The BCCG distribution estimates three param-
eters: the median (μ), the coefficient of variation (σ), and the 
skewness (ν). To allow for greater distributional flexibility, we 
also fit models using the Box-Cox Power Exponential (BCPE) 
distribution, which includes a fourth parameter to capture 
kurtosis (τ). Improvements in model fit were evaluated using 
Akaike Information Criterion (AIC), Bayesian Information Cri-
terion (BIC), and visual diagnostics. 

To further characterize the shape and timing of age-relat-
ed changes, we conducted inflection point analysis based on 
the fitted μ (median) curves. First and second derivatives were 
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computed to identify key ages of interest, including the age of 
peak performance, the inflection point (change in curvature), 
and the age of steepest change (maximum slope). This anal-
ysis complements centile modeling by highlighting potential 
transition points or acceleration peaks in fine motor decline. 

As a sensitivity analysis, we repeated the modeling using 
only the second spiral drawing from each participant to mini-
mize potential practice or fatigue effects. 

RESULTS 

A total of 8,707 participants (53.6% female) aged 18 to 
94 years (mean = 44.8, SD = 16.7) returned 6 valid spirals. 
After exclusion of a minority of spirals with inconsistent met-
rics, there were 50,299 valid spirals for the analysis. Across 
all spiral-derived metrics, the BCCG distribution provided 
evidence of better fit than the normal distribution, effectively 
capturing age-related skewness in motor performance. The 
BCPE distribution further improved fit for selected metrics, 
namely spiral length and tremor amplitude, by modelling 
excess kurtosis. Model comparisons using AIC and BIC con-
sistently favored flexible models. Derivative-based inflection 
point analysis identified distinct phases of motor change, with 
peak performance typically occurring in the late 30s to early 
40s and accelerated decline between ages 60 and 70. For 
example, centile modeling of tremor amplitude (mm) at peak 
performance age 40, mean dominant hand values were 0.15 
for males and 0.14 for females (5th–95th percentile: 0.08–
0.33 and 0.07–0.30, respectively); by age 65, medians rose 
to 0.25 and 0.24, with broader ranges of 0.12–0.72 and 
0.11–0.70, reflecting increased tremor and variability with 
age (Figure). These patterns remained consistent across sensi-
tivity analyses supporting the robustness of the estimated age 
trends.

CONCLUSIONS

Digital spiral analysis revealed age-normative patterns of 
fine motor function across adulthood, with peak performance 
during advanced young adulthood and accelerated decline 
after age 60. Flexible GAMLSS modelling effectively cap-
tured age-related changes in central tendency, variability, 
and skewness across metrics, by sex and dominance of the 
drawing hand. These sex-age-specific centile curves offer a 
robust normative reference for evaluating fine motor perfor-
mance and may support future applications in the early de-
tection of motor dysfunction and neurodegenerative disease.
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Figure. Continuous age centile curves for tremor amplitude, by sex and drawing hand
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INTRODUCTION

The estimation of survival curves and hazard functions re-
lies on the assumption of non-informative censoring—that is, 
the censoring time for an individual provides no further infor-
mation about that person’s likelihood of survival at a future 
time, had the individual continued the study [1]. This assump-
tion is inherently untestable [2] and, if violated, may introduce 
bias in the estimation of treatment effects, such as the hazard 
ratio (HR). This issue is particularly relevant in oncology tri-
als evaluating disease recurrence or progression, where fol-
low-up may be affected by treatment-related toxicity. Patients 
with early toxicity or clinical deterioration may be more likely 
to discontinue treatment and withdraw from follow-up, intro-
ducing potentially informative censoring. 

This topic has gained attention in the interpretation of 
the monarchE trial—a large phase III study evaluating adju-
vant CDK4/6 inhibitor in early breast cancer patients with 
hormone receptor-positive, HER2-negative, high-risk of re-
currence —where the magnitude of benefit in invasive dis-
ease-free survival (IDFS) (HR = 0.68;  95% CI: 0.60-0.77) 
was not paralleled by an overall survival (OS) advantage 
(HR = 0.90; 95% CI: 0.75-1.09 ). Informative censoring due 
to toxicity-related dropouts has been suggested as a possible 
explanation for this discordance, potentially resulting in an 
overestimation of the IDFS benefit [3,4]. 

A previous reanalysis of the monarchE data applied a sen-
sitivity analysis by balancing reverse Kaplan–Meier curves 
over the entire 72-month follow-up period, treating all excess 

censored patients in the experimental arm as if they had ex-
perienced the event [3]. This approach yielded an attenuated 
IDFS HR of 0.82 (95%CI: 0.72-0.94), casting doubt on the 
magnitude of the reported benefit. However, this strategy im-
plicitly assumes that all censoring is informative, including late 
censoring events that are more plausibly administrative that 
may overcorrect the estimate.

AIM

We reanalysed the monarchE trial data by describing and 
comparing censoring patterns between treatment arms, then 
estimating the potential bias on the IDFS HR through clinically 
motivated sensitivity analyses.

METHODS

In the absence of individual patient data, pseudo-individ-
ual data were reconstructed from published Kaplan–Meier 
curves using Guyot’s algorithm [6].

To describe censoring patterns and compare arms, re-
verse Kaplan–Meier curves were used [7], which invert the 
roles of events and censoring and estimate the probability of 
remaining under observation over time, assuming no events 
occur.

Two sensitivity analyses were conducted using clinical-
ly motivated time intervals: i) the first sensitivity analysis (24 
months) considered 0–24 months interval, corresponding to 
treatment duration, during which toxicity could cause drop-
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outs; ii) the second sensitivity analysis (48 months) considered 
0–48 months interval, representing the minimum time before 
administrative censoring could occur. Before 48 months, all 
censoring must be attributed to loss to follow-up.

For each analysis, the difference in censored patients be-
tween treatment arms—defined as the ‘excess’ censoring—
was calculated. Assuming that this excess censoring could be 
attributed to treatment-related toxicity, an equal number of 
censored patients matching this excess were then randomly 
selected from the experimental arm and reclassified as having 
experienced the event at their censoring time.  A new HR was 
subsequently estimated. 

RESULTS

In the first 24 months, there were 27 excess censored pa-
tients in the experimental group (214 vs. 187), with 186 and 
268 events in the experimental and control arms, respectively. 
Over 48 months, the difference in censoring decreased to 23 
(351 vs. 328), with 362 and 523 events, respectively.

Reverse Kaplan–Meier analysis showed a marked in-
crease in censoring rates from 48 months onwards, consistent 
with the expected start of administrative censoring. The cen-
soring rates were similar between arms during the entire study 
period.

When reclassifying the excess censored patients in the 
24-month window in the experimental arm as events, the 
IDFS HR changed from 0.68 (95% CI: 0.60–0.77) to 0.72 
(95% CI: 0.64–0.82). Similar results were obtained in the 
48-month analysis, with an HR of 0.72 (95% CI: 0.63–0.81). 

To observe a less relevant effect (defined as an IDFS HR 
higher then 0.80), it was necessary to reclassify 80 censored 
patients in the experimental arm as events within the first 24 
months—the duration of treatment, whose toxicity is suspect-
ed to cause the bias. This is a very large number, especially 
considering that just 186 events were actually observed in the 
same time interval. 

CONCLUSIONS

Informative censoring is a potentially important source of 
bias in oncology trials. Reverse Kaplan–Meier curves help 
visualize temporal patterns in censoring, and sensitivity analy-
ses based on clinically justified time windows provide realistic 
estimates of the possible bias. In the monarchE trial, the ob-
served IDFS benefit appears robust even under conservative 
scenarios. Therefore, the discrepancy between IDFS and OS 
does not seem to be attributable to informative censoring and 
may be better explained by prolonged post-recurrence sur-
vival, as the discontinuation of CDK4/6 inhibitors at the time 
of progression limits their impact beyond recurrence. Extend-
ed survival after recurrence can make it inherently difficult to 
detect an OS benefit, even when a true delay in recurrence—
as reflected by improved IDFS—is present [8]. Even where OS 
remains unchanged between treatment arms, improvements 
in IDFS can still provide meaningful value, extending the time 
patients remain free from chronic disease and its psychologi-
cal, social, and financial burdens. 

REFERENCES  

1.  Klein J.P., Moeschberger M.L., Survival analysis: Tech-
niques for censored and truncated data. Springer, 1997

2.  Tsiatis A.A., A nonidentifiability aspect of the problem 
of competing risks. Proc Natl Acad Sci USA., 1975 Jan; 
72(1):20–22

3.  Meirson T., Ibrahim B., Leibowitz-Amit R. et al., Estimating 
treatment effect under informative censoring in oncology 
trials. J Clin Oncol., 2023 May; 41(16_suppl):3063

4.  Tannock, I. F., Khan, Q. J., & Fojo, T. Why We Do Not 
Recommend That Women With Breast Cancer Receive 
Adjuvant Treatment With a CDK4/6 Inhibitor. Journal of 
clinical oncology : official journal of the American Society 
of Clinical Oncology, JCO. 2025 

5.  Rastogi P., O’Shaughnessy J., Martin M. et al., Adjuvant 
abemaciclib plus endocrine therapy for hormone recep-
tor-positive, human epidermal growth factor receptor 
2-negative, high-risk early breast cancer: Results from a 
preplanned monarchE overall survival interim analysis, 
including 5-year efficacy outcomes. J Clin Oncol., 2024 
Mar 20; 42(9):987–93

6.  Guyot P., Ades A.E., Ouwens M.J.N.M. et al., Enhanced 
secondary analysis of survival data: Reconstructing the 
data from published Kaplan–Meier survival curves. BMC 
Med Res Methodol., 2012 Jan; 12:9

7.  Schemper M., Smith T.L., A note on quantifying follow-up 
in studies of failure time. Control Clin Trials., 1996 Aug; 
17(4):343–46

8.  Broglio K.R., Berry D.A., Detecting an overall survival ben-
efit that is derived from progression-free survival. J Natl 
Cancer Inst., 2009 Dec; 101(23):1642–49



192

BACKGROUND

The present study is an extension of two previous gene-en-
vironment interaction analyses on asthma that identified two 
single nucleotide polymorphisms (SNPs), rs2118610 and 
rs9302242, located on chromosome 15 within the SMAD3 
gene. These SNPs were found to modify the association be-
tween outdoor air pollutants and two asthma-related out-
comes, fractioned exhaled nitric oxide (FeNO) (rs2118610) 
and the Symptom frequency and anti-asthmatic Treatment 
intensity Score (STS score) [1] [2] (rs9302242), in adult pa-
tients with asthma from the general Italian population (Gene 
Environment Interaction in Respiratory Diseases - GEIRD [3]). 

AIM

This analysis aims at investigating the haplotype structure 
of SMAD3 gene, in order to assess the distribution of the al-
leles of the two SNPs across the most common haplotypes of 
SMAD3 gene. 

METHODS

GEIRD is an Italian multicentre (multi)case-control study in-
vestigating the role of genetic and modifiable factors in asthma, 
COPD, chronic bronchitis, and allergic rhinitis, with cases and 
controls identified from pre-existing cohorts and new popula-
tion samples through a two-stage process involving a screening 

questionnaire followed by clinical examination. Participants’ 
addresses were geocoded and linked to daily outdoor air pol-
lution estimates using BIGEPI [4] exposure models, including 
three-year (2013–2015) averages of PM2.5, NO2, and O3, 
as well as summer (April–September) O3 levels. Respiratory 
symptoms and use of anti-asthmatics treatment were combined 
into the STS score [1] [2], which is a valid and replicable con-
tinuous measure of asthma severity in adults.

We performed quality check steps on 997 subjects and 
384 SNPs from the GEIRD [3] study using PLINK [5]. Individu-
als with more than 10% missing genotype data and SNPs hav-
ing more than 5% missing data were filtered out. We removed 
SNPs deviating from Hardy Weinberg equilibrium (p-value 
< 1 × 10⁻⁶), subjects with excessive heterozygosity level, 
and closely related individuals. In addition, we performed a 
Principal Component Analysis (PCA) to exclude population 
outliers based on genetic ancestry, using the 1000 Genomes 
Project (GRCh37) [6] as reference panel. Genotype phasing 
was conducted using Eagle v2.4.1 [7] [8] on a subset of 321 
patients with asthma who passed the quality checks and on 
15 genotyped SNPs located on chromosome 15. Genotype 
imputation was carried out using Minimac4 [9], based on the 
1000 Genomes Project [6] reference panel. Haplotype fre-
quency was estimated using imputed data.

RESULTS

The two polymorphisms (rs2118610 and rs9302242) 
are located within the intronic region of SMAD3 gene. SNP 
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rs2118610 lays within an active regulatory region charac-
terized by 11-zinc finger protein (CTCF) and RAD21 Cohes-
in Complex Component (RAD21) binding [10]. Similarly, 
rs9302242 overlaps a strong regulatory element marked by 
transcription factor binding peaks for Homeobox Containing 
1 (HMBOX1), and RE1-Silencing Transcription factor (REST) 
[10]. Both SNPs are in very low linkage disequilibrium (LD; R2 
= 0.016) and are located on different haplotype blocks. Both 
alleles in the two SNPs are uniformly distributed among the 
common haplotypes.

CONCLUSION

This haplotype analysis suggests that the two SNPs may 
influence asthma-related outcomes independently in response 
to environmental exposures, in adult patients with asthma from 
the general Italian population.
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INTRODUCTION

Cystic fibrosis (CF) is the one of the most common severe 
genetic disease in the world.  Although advances in care have 
positively affected CF outcomes, both in terms of lung function 
and survival in higher-income countries (HIC), the situation re-
mains alarming in lower-income countries (LIC) [1,2].

AIMS

This study aims in comparing characteristics of pwCF and 
their clinical outcomes in European countries with different 
income and to compare the situation before and after the 
introduction of CFTR modulators, a new class of drugs that 
completely transformed the landscape of CF.

METHODS

PwCF carrying the F508del mutation on at least 1 allele 
enrolled in the European Cystic Fibrosis Society Patient Regis-
try (ECFSPR) were evaluated in 2017 and in 2022 according 
to 3 groups created by terciles of the gross national income 
(GNI) per capita of European countries included in the study 
(Low Income Countries -LIC-, Middle Income Countries -MIC-
, High Income Countries -HIC-) for predicted percent forced 
expiratory volume (ppFEV1), underweight, and chronic Pseu-
domonas aeruginosa (Pa) infection. Survival was evaluated 
in 2013-2017 and 2018-2022. Generalised linear models 

and Cox regression models were fitted. Prediction of the me-
dian survival age were obtained from the regression model, 
according to the values of the covariates.

RESULTS

From the 31,723 pwCF reported in ECFSPR in 2022, 
13.5% lived in LIC, 19.9% in MIC, and 66.6% in HIC. pwCF 
living in LIC had a significantly lower median survival age, 
reduced ppFEV1, higher prevalence of Pa infection and un-
derweight compared to pwCF from MIC and HIC. Although 
some improvements have been observed between 2017 and 
2022 in all country groups, the gap between lower and high-
er income countries became even larger in recent years, after 
the introduction of CFTR modulator.

Data modeling indicated that the effect of the country 
group almost “disappear” in the adjusted regression model, 
indicating that in an ideal situation where underweight sta-
tus, chronic Pseudomonas Aeruginosa infection, use of CFTR 
modulator is the same among different countries, also their 
median survival age will be the same. Model prediction 
showed that avoiding underweight and Pa infection would 
increase survival by 42 years for pwCF living in LIC. Access 
to CFTR modulators would further increase their survival by 15 
to 29 years depending on their nutrition and infection status, 
resulting in a survival up to 82 years in the best case scenario.
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CONCLUSIONS

Big differences of survival in pwCF are observed ac-
cording to the country where they live. The reduced survival 
of PwCF living in LICs can be improved with improvement 
in standard of care, such as optimal nutrition, anti-infectious 
care, access to CFTR modulators.

REFERENCES

1.  Kerem E., Orenti A., Adamoli A. et al., Cystic fibrosis in 
Europe: improved lung function & longevity: reasons for 
cautious optimism, but challenges remain. European Res-
piratory Journal, 2024; 63: 2301241.

2.  McKone E.F., Ariti C., Jackson A. et al., Survival estimates 
in European cystic fibrosis patients and the impact of soci-
oeconomic factors: a retrospective registry Cohort study. 
European Respiratory Journal, 2021; 58: 2002288.



196

BACKGROUND

Gynecological conditions significantly impact emotional 
well-being, relationships, and overall quality of life, alongside 
presenting medical challenges [1]. Anxiety, depression, and 
stress due to concerns about diagnosis, treatment, and body 
image, are now widely recognized as critical determinants of 
health [2-5].  Additionally, patients often face social challeng-
es such as financial instability, limited healthcare access, and 
social isolation, which exacerbate distress [6]. Some studies 
have examined the social needs experienced by patients with 
gynecological disorders, but primarily in gynecologic oncol-
ogy patients [2,7-9].

OBJECTIVES

This study aims to assess the prevalence of distress among 
patients attending at an Italian tertiary gynecological clinic while 
also exploring socio-demographic, psychological, clinical, and 
lifestyle factors influencing distress, violence, and food insecurity.

METHODS

This prospective cross-sectional study received local eth-
ical approval (Prot. N. 10524/23) to enroll women attend-

ing the Gynaecological Outpatient Clinic of Fondazione 
Policlinico A. Gemelli IRCCS in Rome, Italy. From March to 
November 2023, an ad-hoc questionnaire, was adminis-
tered by trained volunteers to all eligible women (≥18 years 
old) seeking gynecological care, excluding those unable to 
provide consent due to mental disorders. All volunteers were 
women members of the Associazioni Cristiane Lavoratori 
Italiani (Acli Roma APS), a national society for social pro-
motion and had at least four years of experience in social 
projects. The questionnaire was validated through a Del-
phi procedure involving eight multidisciplinary experts and 
comprised 42 questions covering socio-demographics, fam-
ily situation, clinical history, socio-psychological distress, 
and lifestyle.

Responses were analysed focusing on three key out-
comes among women: socio-psychological distress, vio-
lence experienced and food insecurity. Inferential analysis 
was performed including multivariable logistic regression 
models incorporating statistically significant parameters 
from univariable analysis. Estimates were reported as Odds 
Ratios (OR) with 95% Confidence Intervals (CI). The anal-
yses were conducted using STATA software, with a signifi-
cance level of p = 0.05, adjusted using Bonferroni’s correc-
tion where needed.
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RESULTS

408 women were included in the study. 45.6% of patients 
attended the gynecological outpatient clinic for benign con-
ditions, 38.5% for oncological issues, and 18.6% for preven-
tive check-ups. Over 64.0% underwent medical or surgical 
treatment, and nearly half (47.1%) had a chronic disease. So-
ciodemographic findings showed that 97.1% of patients were 
Italian, primarily from central Italy. Almost half were married 
or in stable relationships, with 19.4% holding postgraduate 
degrees and 53.9% employed full-time. 

152 (37.2%) reported socio-psychological distress, 136 
(33.3%) violence, and 60 (14.7%) food insecurity. About 
50% of women reported that the disease had changed their 
lives, both in terms of self-perception and relationships with 
others. Additionally, 34.6% reported that people’s attitudes 
toward them had changed because of the disease.

Multivariable analysis shown in Table1 identified onco-
logical disease, chronic conditions, economic difficulties, 
and experiencing violence as independent risk factors for 
socio-psychological distress. Experiencing violence was as-
sociated with benign gynecological conditions, alcohol use, 
economic struggle, and experiencing food insecurity. Eco-
nomic di12fficulties were the strongest independent predictor 
of food insecurity.

CONCLUSION

Socio-psychological distress and experiences of violence 
were found to be prevalent in over one-third of the studied 
population, highlighting the urgent need for integrated social 
support systems within gynecologic healthcare - especially 
for individuals facing economic hardship and food insecurity. 
A promising intervention could be trained volunteers special-
izing in social care, addressing both psychological and social 
health determinants to enhance patient well-being and over-
all outcomes through holistic interventions.
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Table 1. Multivariable logistic regression analysis for prediction of presence of socio-psychological distress, of experience of violence and 
of presence of food insecurity

Characteristics
Socio-psychological distress Violence Food insecurity

OR (95% CI) p value OR (95% CI) p value OR (95% CI) p value

Type of disease for gynecological examination ni

None Ref. Ref.

Gynaecological benign
2.07 (0.95-

4.54)
0.069 1.95 (1.02-3.74) 0.043

Oncological
3.76 (1.55-

9.11)
0.003 1.98 (1-3.93) 0.050

Treatments for disease
0.92 (0.5-

1.69)
0.793 ni ni

Chronic diseases (no vs yes)
2.22 (1.38-

3.57)
0.001 1.52 (0.98-2.35) 0.062 ni

Use of alcohol (no vs yes) ni 1.88 (1.16-3.04) 0.010 ni

Relationship a ni 1.46 (0.93-2.27) 0.098
1.61 (0.83-

3.12)
0.156

Education b ni ni ni
0.67 (0.35-

1.29)
0.236

Employment c 0.68 (0.4-
1.15)

0.148 ni ni
0.58 (0.3-

1.12)
0.107

Economic difficulties c 3.91 (2.2-
6.93)

<0.0001 1.72 (1.02-2.9) 0.040 6.01 (3.06-
11.81)

<0.0001

Housing conditions d ni ni
0.71 (0.37-

1.36)
0.297

Food insecurity e 0.93 (0.45-
1.94)

0.847 1.92 (1.03-3.59) 0.041 -

Socio-psychological distress e - ni -
0.84 (0.41-

1.73)
0.640

Violence f 4.65 (2.83-
7.65)

<0.0001 - -
1.85 (0.94-

3.63)
0.074

Bold font highlights statistically significant values. ni: characteristic not included in the multivariable analysis as not statistically significant at univa-
riable analysis. a Married and stable relationship vs other. b Elementary, middle and high school degree vs bachelor’s and post-graduate degree).
 c None vs other. d House owned and parent’s house vs other. e Absent vs present. f Not experienced vs experienced.
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INTRODUCTION

Different measures are currently used to evaluate migraine 
frequency and disability, but a single measure may only par-
tially represent the burden of migraine. A composite measure 
that includes the most relevant parameters, obtained through a 
statistically weighted approach, would better assess migraine 
severity and treatment efficacy. 

OBJECTIVES

This study aimed to develop a composite “four dimensions 
(4D) migraine scale” by selecting four commonly used end-
points: monthly migraine days (MMDs), number of monthly 
acute medications (MAMs), attack pain intensity (Numerical 
Rating Score, NRS), and Migraine Disability Assessment (MI-
DAS) Score. 

METHODS

For each parameter, specific levels were chosen to cover 
the entire empirical range of each scale. 

To estimate utilities and develop the 4D migraine scale, a 
series of pairwise choice tasks were generated using Lighthouse 
Studio, a Conjoint Analysis platform. In these tasks, respondents 
(patients and clinicians) were presented with two hypothetical 
migraine patient profiles, described by scale parameters, and 
asked to identify the patient in better health. 

The design of the Discrete Choice Experiment (DCE) aimed 
for orthogonality and balance, meaning attribute levels should 
vary independently and occur equally often. However, a per-
fectly orthogonal and balanced design was not feasible due 
to the generation of unrealistic combinations, such as a patient 
with one monthly migraine day (MMD=1) taking more than 
14 symptomatic medications or having a MIDAS score ≥ 16 
points. To address this, expert clinicians identified and prohib-
ited certain implausible combinations. Although prohibitions 
hinder a perfectly orthogonal and balanced design, statistical 
procedures were applied to adjust for these discrepancies. 

The sample size was determined using Orme’s formula, 
n≥500b/(ac). With two alternatives (a=2), the largest attribute 
having seven levels (MAMs, b=7), and 12 choice tasks (c=12), 
a minimum sample size of 146 was calculated. Furthermore, 
simulations using Lighthouse Studio software estimated that the 
standard errors of the effects for each level, with 300 respond-
ents, were consistently below the recommended threshold of 
0.05.

For statistical analysis, discrete choices from patients and 
clinicians were used to estimate the utilities attributed to each at-
tribute level. This estimation was performed using the Hierarchi-
cal Bayes algorithm within Lighthouse Studio. Positive utility val-
ues were indicated by values above a reference line of 0, while 
negative utility (disutility) was indicated by values less than 0. 
These utility measures were then regressed against the levels of 
each scale to identify polynomial models that best interpolated 
the relationship between scores and utility. A log-transformation 
was applied to MIDAS utilities to account for its lognormal dis-
tribution and mitigate outlier bias. Polynomial models were ap-
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Conjoint Analysis. A substantial agreement was found be-
tween clinicians and patients regarding the relative impor-
tance (RI) of each parameter. MMDs was identified as the 
most important attribute for both categories (RI: 34% for cli-
nicians, 32% for patients), while PAIN-NRS was the least im-
portant (RI: 14% for clinicians, 13% for patients). MIDAS was 
marginally more important than MAMs for patients (29% vs. 
26%), while for clinicians, their relevance was almost equal 
(26% and 27%). The strong agreement between clinicians 
and patients was also confirmed in terms of the utility as-
signed to each level.

plied within a General Estimating Equations framework, treating 
each respondent as a “cluster” with an “unstructured” working 
correlation matrix. Finally, an overall composite score, weighted 
by utility, was computed and standardized to a 0-100 scale, 
representing a range from a patient without migraine to a patient 
with the most severe migraine condition.

RESULTS

The relative weight of each level per parameter was rated 
by 197 migraine patients and 118 headache experts using 

 

Polynomial models were developed to estimate the utilities 
for each scale:

 - Utility_MMD = 68.48 - 11.52  MMD + 0.582  
MMD2 - 0.011  MMD3 

 - Utility_MAMs = 43.57 - 1.96  MAMs 
 - Utility_MIDAS = 51.43 - 4.836  (loge(MIDAS + 1)) 
 - Utility_NRS = 28.85 - 11.33  NRS + 1.916  NRS2 - 

0.144  NRS3
A composite raw 4D score was calculated as: 4D score 

raw = -(Utility_MMD + Utility_MAMs + Utility_MIDAS + Util-
ity_NRS) / 4 and finally a more intuitive and clinically rel-
evant score ranging from 0 to 100 (0 = no migraine, 100 
= most severe migraine) was derived using: 4D score = 100  
(4D score raw + 48.1) / 110.7 

The 4D score was applied to a sample of 205 migraine 
patients treated with galcanezumab. It demonstrated sensitiv-
ity to changes, effectively summarizing the treatment’s effect 
with a larger effect size compared to single parameters (eta-
squared = 0.685). The 4D score also showed concurrent va-
lidity with the Head Impact Test HIT-6, an external patient-re-
ported outcome measure.

CONCLUSION

This composite score, based on the preference weights 
of both clinicians and patients, can serve as a valuable Pa-
tient-Reported Outcome to comprehensively quantify mi-
graine burden and treatment efficacy. The study highlights 
the importance of a multi-dimensional approach to migraine 
assessment, as single measures often fail to capture the full 
complexity of the condition and treatment response.
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INTRODUCTION

Cardiovascular diseases (CVDs) remain the leading 
global cause of morbidity and mortality. While conventional 
preventive strategies have contributed to reductions in pop-
ulation-level risk, they often overlook inter-individual varia-
bility in predisposition and behavioral response. Advances in 
genomics and digital health offer novel opportunities for per-
sonalized prevention. Polygenic risk scores (PRS) [1], which 
estimate inherited susceptibility to CVD by aggregating com-
mon genetic variants, and mobile health (mHealth) tools, such 
as wearable devices and smartphone applications, are two 
promising interventions. However, evidence on their clinical 
impact—individually or in combination—remains limited.

OBJECTIVES

The INNOPREV randomized controlled trial evaluates the 
impact of PRS disclosure and digital health interventions on 
lifestyle behavior and cardiovascular risk modification among 
high-risk individuals without established CVD [2]. 

METHODS

A total of 1,020 participants aged 40–69 years with an 
estimated 10-year CVD risk of 2.5–10% (SCORE2) were re-
cruited across three Italian centers (Rome, Catania, Palermo) 
and randomized into four arms: (A) traditional risk assessment 
(control); (B) risk assessment + PRS; (C) risk assessment + digital 
tools; and (D) risk assessment + both PRS and digital tools.

Participants in arms B and D provided saliva samples for 
genotyping and PRS calculation. Genetic risk was stratified into 
low, intermediate, or high categories and disclosed through 
structured counseling sessions. Participants in arms C and D 
received a smart band and mobile app, enabling real-time 
tracking of physical activity, heart rate, sleep, and caloric ex-
penditure. The app delivered personalized behavioral prompts 
and feedback.

All participants underwent assessments at baseline (T0), 6 
months (T1), and 12 months (T2), including CVD risk reassess-
ment and lifestyle profiling using the American Heart Associa-
tion’s Life’s Essential 8 (LE8) framework. Biomarker analysis was 
performed at T0 and T2 only.The primary endpoints are chang-
es in LE8 score and SCORE2-estimated CVD risk. Secondary 
endpoints include changes in lipid profile, BMI, psychological 
response to PRS disclosure, and adherence to digital tools. 
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Comparative analyses will evaluate the marginal effects 
of each intervention (Arms B, C, and D) versus standard care 
(Arm A). Adjusted mixed-effects models for repeated meas-
ures will be used to assess changes in lifestyle patterns, lipid 
levels, and CVD risk over time. Subgroup analyses will ex-
plore potential effect modifiers, including age, sex, educa-
tional level, and baseline lifestyle profile.

RESULTS

Recruitment of 1,022 participants concluded in March 
2025. As of now, 382 individuals have completed the T1 as-
sessment, and 60 have reached T2. The baseline characteris-
tics of the study sample were as follows: 52% male, mean age 
56 ± 6.95 years, BMI 25.72 ± 4.0 kg/m², total cholesterol 
201.23 ± 35.15 mg/dL, Score2 4.69 ± 2.14, and LE8 score 
63.98 ± 10.93. Randomization across the four intervention 
arms was successful, with no significant differences observed 
in the key baseline variables. Among genotyped participants, 
76% had a low PRS, 16% intermediate, and 8% high.

Across the full sample, a statistically significant improve-
ment in LE8 score was observed, increasing from 64.0 ± 
10.9 to 65.6 ± 10.9 (p = 0.003). BMI showed a modest but 
non-significant reduction (25.7 ± 4.0 to 25.5 ± 4.0 kg/m², p 
= 0.46). 

The most marked improvement in LE8 was seen in the 
combined intervention group (Arm D), with an increase from 
61.93 ± 11.75 to 64.11 ± 10.83 (p = 0.012). In the usual care 
group (Arm A), LE8 improved from 62.05 ± 12.25 to 63.98 
± 11.62 (p = 0.09); in the genetic intervention group (Arm 
B) from 64.10 ± 10.77 to 65.48 ± 10.72 (p = 0.16); and in 
the digital intervention group (Arm C) from 67.47 ± 9.87 to 
67.56 ± 10.42 (p = 0.90). Although all arms showed trends 
toward improvement, only the combined intervention reached 
statistical significance, likely due to the limited sample size at 
this stage.

CONCLUSIONS

INNOPREV is the first large-scale randomized trial in Ita-
ly to evaluate the marginal and combined effects of genom-
ic risk stratification and digital health tools in primary CVD 
prevention. Interim findings suggest meaningful lifestyle im-
provements, particularly with combined intervention. Final 
12-month results will determine the long-term clinical impact 
and scalability of precision prevention strategies.
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BACKGROUND 

Approximately 20% of non-small cell lung cancer (NS-
CLC) cases are diagnosed at an early stage (ES), allowing for 
potentially curative surgical resection. However, a significant 
proportion of these patients still experience disease recur-
rence. Although the TNM staging system remains the corner-
stone for prognostic assessment and clinical decision-making, 
it does not fully account for outcome variability among patients 
within the same stage [1]. This highlights the need for novel 
biomarkers to complement TNM staging and support more 
personalized treatment strategies. Despite extensive efforts to 
identify such biomarkers, stage remains the sole factor current-
ly guiding treatment and follow-up in ES-NSCLC. In this con-
text, radiomics has recently gained attention as a promising, 
non-invasive tool to enhance prognostic evaluation [2]. 

OBJECTIVE 

This study aims to develop and preliminarily validate 
models that use preoperative CT radiomic features—alone 
and in combination with clinically relevant factors—to predict 
post-surgical outcomes for ES-NSCLC. 

METHODS 

Imaging and clinical data were obtained from the MIRA-
CLE study—a multicenter, retrospective and prospective inves-

tigation aimed at developing a prognostic algorithm by inte-
grating biological, radiological, and clinical information. This 
project was supported by Italian Ministry of Health, under the 
frame of ERA PerMed (project code: ERP-2021-23680708). 
The current analysis focuses exclusively on retrospective data 
and preoperative CT images from patients enrolled at IRST-
IRCCS between 2018 and 2021. The primary endpoint was 
disease-free survival (DFS), defined as the time from surgery 
to disease recurrence or death from any cause, whichever oc-
curred first. The last follow-up update was in January 2024.  

Tumors were manually segmented by two independent 
expert radiologists. Radiomic features were extracted from 
preoperative CT scans, acquired with or without contrast me-
dium, using the open-source package PyRadiomics [3]. In 
some cases, both contrast-enhanced and non-contrast scans 
were available for the same patient. 

Two analytical approaches were employed: one based 
on an extension of the Cox model, and the other using ran-
dom survival forests (RSF). For the Cox-based models, radi-
omic feature selection involved bootstrap resampling, feature 
inclusion frequency analysis, and consensus clustering. In 
each bootstrap replicate, an elastic net Cox model was fitted, 
accounting for within-patient scan correlations. Features most 
frequently selected were then clustered via consensus cluster-
ing using Kendall’s tau distance and complete linkage, and 
one representative feature per cluster was chosen. For RSF, 
two modeling strategies were considered: one using all ra-
diomic features, and one incorporating feature selection via 
hierarchical clustering on Kendall’s tau distances, with one 
representative feature retained per cluster.  
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All models underwent hyperparameter tuning using strati-
fied 3-fold cross-validation (CV), and final models were trained 
with the optimal parameter set. Evaluation was performed using 
the same 5 repeats of 5-fold CV across models, with concord-
ance index, integrated Brier score, and 3-year time-dependent 
AUC as performance metrics. Results are reported as mean ± 
standard deviation across the repeated CV runs.

RESULTS  

A total of 78 patients were included, accounting for 115 
CT scans. The majority were male (60.3 %), with a median 
age at surgery of 71 years [IQR: 65–75]. Adenocarcinoma 
was the most common histotype, observed in 83 % of cases. 
Most patients (87.2 %) underwent lobectomy, and 68.0 % 
presented with a stage I tumor. The median follow-up time 
was 42.5 months (95 % CI: 37.9-45.43) and the median DFS 
was not reached. Overall, 25 failures were observed. 

From the Cox-based pipeline, two radiomic features—
GLCM Cluster Shade and Shape Maximum 2D Diameter 
Column—were ultimately selected and included in a standard 
Cox model. This model achieved a C-index of 0.767 ± 0.103, 
IBS of 0.153 ± 0.032, and 3-year AUC of 0.804 ± 0.136. 
Adding pathological stage improved performance to a C-in-
dex of 0.777 ± 0.098, IBS of 0.152 ± 0.034, and AUC of 
0.815 ± 0.134. The stage-only model performed worse across 
all metrics (C-index: 0.729 ± 0.119; IBS: 0.155 ± 0.042; AUC: 
0.739 ± 0.155). 

Similar patterns were observed with RSF models. The 
stage-only RSF model yielded a C-index of 0.720 ± 0.120, 
IBS of 0.163 ± 0.041, and AUC of 0.739 ± 0.160. Incorpo-
rating all radiomic features improved performance (C-index: 
0.776 ± 0.095; IBS: 0.145 ± 0.041; AUC: 0.828 ± 0.135), 
but the best results were obtained using selected radiomic 
features (C-index: 0.788 ± 0.096; IBS: 0.147 ± 0.032; AUC: 
0.837 ± 0.115). These included morphology-based (Shape 
Elongation and Shape Least Axis Length), intensity-based 
(Firstorder 10th Percentile, Firstorder Entropy, and Firstorder 
Interquartile Range), and texture-based (GLCM Difference 
Variance and GLCM ID) features. Adding stage to the select-
ed radiomics model did not yield further improvement. 

Additional analyses incorporating patient characteristics 
(e.g., age and sex) did not improve predictive performance 
and are not reported. 

CONCLUSIONS 

Our study shows that CT-derived radiomic features im-
prove prognostic performance compared to stage alone. 
Although these results are promising, external validation on 
an independent dataset is essential to confirm their general-
izability. Future work will also focus on investigating the ex-
plainability of the models to better understand the biological 
relevance of selected radiomic features. 
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This study is part of the HIGHCARE LAPS project (HIGH 
Altitude Cardiovascular  Research

– Latin American Population Study), which investigates 
the biological impact of chronic hypoxia in high- altitude 
populations, focusing on Andean communities in Peru. These 
highlanders have developed distinctive genetic, physiologi-
cal and lifestyle adaptations that support survival in low-oxy-
gen environments and may reduce the prevalence of certain 
diseases. At the same time, some health conditions might be 
overlooked, such as hypertension, which could be under-
estimated due to altered blood pressure  regulation at high 
altitude [1,2].In this cohort, genomic analyses revealed only 
minor differences between individuals living at sea level in 
Lima and those residing above 4000 meters in Cerro de Pas-
co, while analyses of DNA methylation, a well-established 
marker of epigenetic regulation, identified several differences, 
particularly at CpG sites involved in adrenergic signaling in 
cardiomyocytes, suggesting a potential epigenetic contribu-
tion to high-altitude adaptation. However, it remains unclear 
whether DNA methylation actively shapes phenotypic pecu-
liarities associated with high-altitude adaptation, such as en-
hanced oxygen transport, or contributes to health risks related 
to chronic hypoxia.

AIM

The study investigates whether epigenetic regulation, as-
sessed through genome-wide DNA methylation, mediates 
phenotypic effects of chronic hypoxia in a Peruvian cohort of 

96 highlanders (above 4000 meters) and 96 lowlanders (at 
sea level). The focus is on traits including hemoglobin, hemat-
ocrit, oxygen saturation, 24-hour systolic and diastolic blood 
pressure, 24-hour heart rate, respiratory rate, and hyperten-
sion risk, accounting for genetic background and various clin-
ical and environmental confounders.

METHODS

DNA methylation and genotyping data were obtained 
from whole blood using the Illumina MethylationEPIC v1.0 ar-
ray (866000 CpGs) and the Illumina Global Screening Array 
(650000 SNPs); raw data were subsequently processed for 
quality control and normalization using R (minfi and ChAMP 
packages) and PLINK [3,4]. Genetic background related to 
hypoxia adaptation was captured using principal components 
from SNPs in 25 hypoxia-related genes. Factorial analysis of 
mixed data (FAMD) was used to summarize a wide set of 
variables including lifestyle, diet, psychological, anthropolog-
ical, exposure-related, and immune cell components. Select-
ed FAMD and genetic principal components were screened 
for collinearity and included as covariates. High-dimensional 
mediation analysis (HDMA) was performed to test whether 
DNA methylation mediates phenotypic traits related to chron-
ic high-altitude hypoxia. The approach combined Sure Inde-
pendence Screening (SIS) for CpG preselection with de- bi-
ased Lasso regression to estimate the exposure–mediator (α) 
and mediator–outcome (β) paths. Mediation was considered 
significant based on the maximum p-value from both paths, 
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with global indirect effects calculated by summing all signifi-
cant α×β products, and direct effects obtained by subtracting 
the total indirect effect from the total effect [5].

RESULTS

DNA Methylation significantly mediated the effect of high 
altitude on several traits that were hemselves significantly as-
sociated with altitude. For 24-hour heart rate, the total effect 
was +1.79 bpm, with 50% mediated by two CpG sites in 
B3GNT2 and KIAA0368. Hemoglobin increased by 3.87 
g/dL, with 2% mediated by two CpG sites in SEMA4F; he-
matocrit increasing by 11.41 percent, with 1.7% mediated 
through two CpG sites in SEMA4F. Respiration rate increased 
by 2.22, with an inverse mediation effect of −0.21 (9%) in-
volving three CpG sites associated with: MRPS34, EME2, and 
ARHGEF4. Oxygen  saturation dropped by 2.2 points, 2.8% 
of which was mediated by an unannotated CpG. 24 hour 
systolic and diastolic blood pressure decreased by 8.25 and 
2.21 mmHg, with 8.1% and 24% mediation through ST3GAL1 
and CSGALNACT2, respectively. Finally, high-altitude ex-
posure was associated with an estimated 80% reduction in 
hypertension risk (OR =0.20, 95% CI [ 0.078, 0.515]), with 
3%  of  this protective effect mediated  by DNA methylation at 
three CpG sites in ABCG1 and ARHGEF4.

CONCLUSION

These findings suggest that DNA methylation may contrib-
ute to high-altitude adaptation by modulating physiological 
functions, particularly those related to oxygen transport and 
cardiovascular regulation. In addition to quantifying mediat-
ed effects, the analysis also provided insights into the genom-
ic context in which these effects occur, by identifying specific 
CpG sites within genes that may hold biological relevance. 
For example, ABCG1 included one of the mediating CpG 
sites; although this gene has been previously linked to hyper-
tension, its role in chronic hypoxia remains to be clarified [6]. 
This may offer a novel entry point for future research into the 
molecular mechanisms of high-altitude adaptation. Other, 
less-characterized genes also emerged and require further 
investigation to understand their potential contribution.
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INTRODUCTION

Traumatic brain injury (TBI) is a leading cause of morbid-
ity and mortality worldwide [1, 2]. It is now recognized as a 
condition involving multiorgan dysfunction, characterized by 
non-neurological complications, particularly respiratory ones 
such as ventilator-associated pneumonia (VAP), being common 
and associated with worse outcomes. VAP occurs frequently in 
intensive care unit (ICU) patients, and the incidence among 
those with TBI ranges from 21% to 60% and an average of 
36% [3]. Prevention strategies for VAP include daily sedation 
interruption, spontaneous breathing trials, oral decontamina-
tion, continuous monitoring of endotracheal tube cuff pressure, 
the use of an endotracheal tube with subglottic drainage ports, 

and, most importantly, antibiotic prophylaxis (AP) [4, 5]. How-
ever, the role of AP in preventing VAP remains unclear. While 
some studies suggested that AP has a protective effect, particu-
larly against early-onset VAP [6-9], others found no associa-
tion between AP and VAP occurrence, length of hospital stay, 
or mortality [9-12]. Moreover, prolonged AP use has been 
associated with an increased incidence of antibiotic-resistant 
Gram-negative pathogens and other complications [13].

OBJECTIVES

To investigate the effect of AP on the incidence of VAP in pa-
tients with TBI admitted to ICU. We also assessed the role of AP 
on secondary outcomes, including the duration of mechanical 
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ventilation, ICU and hospital length of stay, ICU and hospital 
mortality, and the six-month Glasgow Outcome Scale-Extend-
ed (GOS-E), using data from the large, multicenter, prospective 
CREACTIVE cohort [14].

METHODS

We included adult TBI patients requiring mechanical venti-
lation for more than 48 hours. AP was defined as administration 
of antibiotics in the absence of documented infection within the 
first 7 days of ICU stay. The primary outcome was the incidence 
of VAP, defined according to international criteria. 

To create well-balanced AP and no-AP groups for all rele-
vant confounding factors, we used a propensity score-matched 
design, a robust methodology for estimating causal effects in 
observational studies [15]. Propensity scores were estimated 
for each patient using a logistic regression model based on 22 
covariates, including variables that were identified to impact 
both the decision to administer AP and the patient outcome (i.e., 
demographics, TBI severity, extracranial injuries, and ICU char-
acteristics). We used the full matching algorithm [16], which re-
quires weighted post-matching analyses, in which the weights 
depend on the size and composition of the matched sets [17]. 
Differences between no AP and AP groups for the primary 
and secondary outcomes were investigated using opportune 
weighted tests. The probability of experiencing VAP was as-
sessed using the weighted Kaplan-Meier analysis, and a time-
to-event comparison was conducted using the log-rank test. 

RESULTS

A total of 2,518 patients from 70 European ICUs were in-
cluded, of whom 1,392 (54%) received AP, while 1,183 (46%) 
did not. Compared to patients in the no-AP group, those with 
AP at ICU admission were younger, had fewer comorbidities, 
presented lower Glasgow Coma Scale scores, higher Mar-
shall scores, more injuries in body areas other than TBI, and 
were more frequently involved in high-impact or traffic-related 
trauma. After weighting, the groups were well balanced, with 
weighted standardized mean differences below 10% for all 
variables used in model to estimate the propensity score, ex-
cept for country (11.8%) and penetrating trauma (10.4%). 

After weighting, patients in the no-AP group had high-
er probability of experiencing early VAP than those in the AP 
group (18.9% vs. 14.7%, p-value<0.01), although there was no 
significant difference in the overall occurrence of VAP (Table 1). 
Time-to-event analysis confirmed a reduced risk of early VAP 
in the AP group, particularly during the first days of mechanical 
ventilation (Log-rank p-value<0.05). Compared to AP patients, 
those without AP had higher ICU mortality (35.0% vs. 27.1%, 
p-value<0.01) and higher hospital mortality (43.5% vs. 37.1%, 
p-value<0.01). ICU and hospital stays were significantly longer 
for AP patients, while no difference was detected in the duration 
of mechanical ventilation. There were no differences between 
groups in the 6-month GOS-E. 

Among patients who developed VAP and had available 
microbiological data, those in the AP group reported a low-
er proportion of Gram-positive bacteria compared to the 

no-AP group (29.3% vs. 47.2%), and a higher proportion of 
Gram-negative bacteria (80.9% vs. 71.4%). Moreover, AP pa-
tients showed higher rates of MDR bacteria, both Gram-posi-
tive (17.4% vs. 11.9%) and Gram-negative (32.3% vs. 15.8%).

CONCLUSIONS

Our findings suggest that AP is effective in reducing ear-
ly-onset VAP among TBI patients, consistent with previous stud-
ies [6, 8, 12, 18, 19]. The benefit is pronounced during the early 
phase of mechanical ventilation, when patients are especially 
vulnerable. Patients who received AP had more Gram-negative 
infections and fewer Gram-positive ones but also showed high-
er rates of MDR in both types. The higher MDR rates in the AP 
group may be attributable to longer antibiotic courses, which 
was also evident in our results. This finding aligns with existing 
literature, which indicates that greater antibiotic exposure may 
promote the selection of resistant strains, complicating future 
treatment [20-23]. 

These results underscore the need to balance the benefits of 
VAP prevention with the risks of antimicrobial resistance. In con-
clusion, AP appears effective in reducing the incidence of VAP 
in TBI patients, but its use should be carefully considered. Clini-
cians are encouraged to apply AP selectively in high-risk cases, 
aiming to prevent infection while preserving antibiotic efficacy.

REFERENCES

1.  Dewan MC, Rattani A, Gupta S, et al. Estimating the glob-
al incidence of traumatic brain injury. J Neurosurg. 2018 
Apr 27;130(4):1080-1097.

2.  Majdan M, Plancikova D, Maas A, et al. Years of life 
lost due to traumatic brain injury in Europe: A cross-sec-
tional analysis of 16 countries. PLoS Med. 2017 Jul 
11;14(7):e1002331.

3.  Li Y, Liu C, Xiao W, et al. Incidence, Risk Factors, and Out-
comes of Ventilator-Associated Pneumonia in Traumat-
ic Brain Injury: A Meta-analysis. Neurocrit Care. 2020 
Feb;32(1):272-285.

4.  American Thoracic Society, Infectious Diseases Socie-
ty of America, Guidelines for the management of adults 
with hospital-acquired, ventilator-associated, and health-
care-associated pneumonia. Am J Respir Crit Care Med. 
2005 Feb 15;171(4):388-416.

5.  Colombo SM, Palomeque AC, Li Bassi G. The zero-VAP 
sophistry and controversies surrounding prevention of 
ventilator-associated pneumonia. Intensive Care Med. 
2020 Feb;46(2):368-371.

6.  Esnault P, Nguyen C, Bordes J, et al. Early-Onset Ventila-
tor-Associated Pneumonia in Patients with Severe Traumat-
ic Brain Injury: Incidence, Risk Factors, and Consequences 
in Cerebral Oxygenation and Outcome. Neurocrit Care. 
2017 Oct;27(2):187-198.

7.  Robba C, Rebora P, Banzato E, et al. Incidence, Risk Fac-
tors, and Effects on Outcome of Ventilator-Associated 
Pneumonia in Patients With Traumatic Brain Injury: Anal-



210

Clinical Epidemiology ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20. Suppl. 1

DOI: 10.54103/2282-0930/29592

20.  Ture Z, Guner R, Alp E. Antimicrobial stewardship 
in the intensive care unit. J Intensive Med 2022 Nov 
15;3(3):244-253.

21.  Fernandez-Martinez NF, Carcel-Fernandez S, De la 
Fuente-Martos C, et al. Risk Factors for Multidrug-Resist-
ant Gram-Negative Bacteria Carriage upon Admission 
to the Intensive Care Unit. Int J Environ Res Public Health. 
2022 Jan 18;19(3):1039.

22.  Weiner-Lastinger LM, Abner S, Edwards JR, et al. Antimi-
crobial-resistant pathogens associated with adult health-
care-associated infections: Summary of data reported to 
the National Healthcare Safety Network, 2015-2017. In-
fect Control Hosp Epidemiol. 2020 Jan;41(1):1-18.

23.  Chieregato A, Malacarne P, Cocciolo F, et al. Aggres-
sive versus conservative antibiotic use to prevent and treat 
ventilator-associated pneumonia in patients with severe 
traumatic brain injury: comparison of two case series. 
Minerva Anestesiol. 2017 Jun;83(6):553-562.

ysis of a Large, Multicenter, Prospective, Observational 
Longitudinal Study. Chest. 2020 Dec;158(6):2292-2303.

8.  Reizine F, Asehnoune K, Roquilly A, et al. Effects of anti-
biotic prophylaxis on ventilator-associated pneumonia in 
severe traumatic brain injury. A post hoc analysis of two 
trials. J Crit Care. 2019 Apr:50:221-226.

9.  Valles J, Peredo R, Burgueno MJ, et al. Efficacy of sin-
gle-dose antibiotic against early-onset pneumonia 
in comatose patients who are ventilated. Chest. 2013 
May;143(5):1219-1225.

10.  Ziaka M, Exadaktylos A. Brain-lung interactions and me-
chanical ventilation in patients with isolated brain injury. 
Crit Care. Ziaka M, Exadaktylos A, Brain-lung interac-
tions and mechanical ventilation in patients with isolated 
brain injury. Crit Care 2021 25: 358.

11.  Bronchard R, Albaladejo P, Brezac G, et al. Early onset 
pneumonia: risk factors and consequences in head trau-
ma patients. Anesthesiology. 2004 Feb;100(2):234-9.

12.  Sirvent JM, Torres A, El-Ebiary M, et al. Protective effect 
of intravenously administered cefuroxime against noso-
comial pneumonia in patients with structural coma. Am J 
Respir Crit Care Med. 1997 May;155(5):1729-34.

13.  Hoth JJ, Franklin GA, Stassen NA, et al. Prophylactic anti-
biotics adversely affect nosocomial pneumonia in trauma 
patients. J Trauma. 2003 Aug;55(2):249-54.

14.  ClinicalTrials.gov. CREACTIVE - Collaborative RE-
search on ACute Traumatic Brain Injury in intensiVe Care 
Medicine in Europe. Accessed Jan 31, 2024. https://
clinicaltrials.gov/study/NCT02004080. In: Editor 
(ed)^(eds) Book ClinicalTrials.gov. CREACTIVE - Collab-
orative REsearch on ACute Traumatic Brain Injury in inten-
siVe Care Medicine in Europe. Accessed Jan 31, 2024. 
https://clinicaltrials.gov/study/NCT02004080.

15.  Rosenbaum PR, Rubin DB. The central role of the propen-
sity score in observational studies for causal effects, Bi-
ometrika, Volume 70, Issue 1, April 1983, Pages 41–55.

16.  Rosenbaum PR. A Characterization of Optimal Designs 
for Observational Studies, Journal of the Royal Statistical 
Society: Series B (Methodological), Volume 53, Issue 3, 
July 1991, Pages 597–610.

17.  Stuart EA, Green KM. Using full matching to estimate 
causal effects in nonexperimental studies: examining the 
relationship between adolescent marijuana use and adult 
outcomes. Dev Psychol 2008 Mar;44(2):395-406.

18.  Acquarolo A, Urli T, Perone G, et al. Antibiotic prophy-
laxis of early onset pneumonia in critically ill comatose 
patients. A randomized study. Intensive Care Med. 2005 
Apr;31(4):510-6.

19.  Dahyot-Fizelier C, Lasocki S, Kerforne T, et al. Ceftriax-
one to prevent early ventilator-associated pneumonia in 
patients with acute brain injury: a multicentre, randomised, 
double-blind, placebo-controlled, assessor-masked su-
periority trial. Lancet Respir Med. 2024 May;12(5):375-
385.

http://ClinicalTrials.gov
https://clinicaltrials.gov/study/NCT02004080
https://clinicaltrials.gov/study/NCT02004080
http://ClinicalTrials.gov
https://clinicaltrials.gov/study/NCT02004080


211

Clinical Epidemiology ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20 Suppl. 1

DOI: 10.54103/2282-0930/29592

Table 1. Outcomes of the of 2,575 patients included in the analysis, according to the AP at the ICU admission before and after propensity 
score matching

No AP AP
p-valueb

N (%) Weighted distribution,n%a N (%)

N of patients 1,183 1,392 1,392

Mechanical ventilation length, days

Mean (SD) 8.15 (9.91) 10.33 (12.63) 11.34 (11.37)
0.1271

Median (Q1-Q3) 5 (1-12) 7 (2-15) 8 (3-16)

ICU stay, days

Mean (SD) 10.67 (12.13) 13.40 (15.85) 15.18 (14.68)
0.0328

Median (Q1-Q3) 7 (2-15) 9 (3-18) 11 (5-21)

Hospital stay, days

Mean (SD) 18.34 (22.29) 22.10 (26.73) 26.79 (31.18)
0.0010

Median (Q1-Q3) 11 (4-25) 14 (6-30) 18 (7-35)

VAP 236 (19.95) 26.57 349 (25.07) 0.3677

Early VAP c 168 (14.20) 18.93 204 (14.66) 0.0025

ICU mortality

Alive 738 (62.38) 64.96 1,012 (72.91) <.0001

Dead 444 (37.53) 35.04 376 (27.09)

Last hospital mortality

Alive 623 (53.07) 56.52 872 (62.91) 0.0006

Dead 551 (46.93) 43.48 514 (37.09)

GOS-E (6 months)

Upper good recovery 91 (7.69) 7.09 108 (7.76) 0.1567

Lower good recovery 82 (6.93) 7.61 91 (6.54)

Upper moderate disability 78 (6.59) 7.13 93 (6.68)

Lower moderate disability 45 (3.80) 4.43 78 (5.60)

Upper severe disability 66 (5.58) 7.84 117 (8.41)

Lower severe disability 186 (15.72) 15.54 232 (16.67)

Vegetative state 40 (3.38) 3.94 78 (5.60)

Dead 595 (50.30) 46.41 595 (42.74)

SD, standard deviation. a Data for patients in the no AP group are weighted to make them comparable with those in the AP group with 
respect to pretreatment covariates. Weights are defined by the matched design. b P-value of the weighted tests comparing the no AP and 
AP groups. c Defined as occurred <7 days from start mechanical ventilation
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INTRODUCTION

Surgical site infections (SSIs) are among the most frequent 
complications in spinal surgery, ranking as the third most com-
mon complication in this field [1-3]. The reported incidence in 
the literature varies significantly, ranging from 0.7% to 16.1% 
[4-7]. This broad variability reflects both methodological dif-
ferences among studies, which are predominantly retrospec-
tive, and the heterogeneous characteristics of the analyzed 
patient populations. 

AIM

The aim of this study is to analyze and quantify the out-
comes associated with the implementation of targeted inter-
ventions to prevent SSIs. Specifically, the investigation focuses 
on evaluating the effectiveness of these measures in reducing 
the incidence of SSIs and improving clinical outcomes.

MATERIALS AND METHODS

A prospective surveillance study on SSIs in spinal surgery 
was conducted starting January 1, 2023, at a hospital in 
Genoa, Italy. All patients undergoing elective spinal arthrode-
sis were enrolled, and key infection risk factors were assessed: 
age, sex, body mass index (BMI), ASA score, diabetes status, 
type of surgery, modality and timing of antibiotic prophylaxis, 
hair removal practices, surgery duration, number of operating 

room personnel, and peri- and postoperative glucose levels. 
A 30-day follow-up was performed. For each SSI case, the 
time of onset relative to surgery, infection type, and the need 
for surgical revision were recorded. Following the observation 
of an SSI outbreak, specific prevention interventions were de-
veloped and implemented.

RESULTS

A total of 309 patients were enrolled, including 203 dur-
ing the period preceding the outbreak and 106 in the period 
following the implementation of the interventions. After the 
interventions were introduced, a statistically significant reduc-
tion in SSI incidence was observed (p < 0.05), decreasing 
from 10.89% in the pre-implementation period to 3.77% in 
the post-implementation period. To assess the effectiveness 
of the intervention, the expected number of infections in the 
absence of the implemented measures was estimated at 11. 
Based on this comparison, a 63.64% reduction in observed 
infections compared to expected values (11) was calculated, 
along with a 57.14% reduction in revision surgeries relative to 
expectations.

CONCLUSIONS

The study underlines the critical importance of active sur-
veillance for the timely identification of rising incidence and 
the rapid implementation of tailored corrective strategies. The 
adoption of these measures significantly reduced both surgi-
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cal site infections and related revision surgeries. These find-
ings highlight the necessity of effective surveillance systems, 
integrated with structured data communication processes, to 
support the development of targeted interventions and foster 
a system of continuous quality improvement in healthcare.
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INTRODUCTION

Heart failure (HF) is a complex, multifactorial clinical syn-
drome that originates from an alteration in the pump function 
of the heart, either systolic and/or diastolic. This condition 
typically manifests itself with symptoms such as dyspnoea, 
easy fatigability and water retention, which are often respon-
sible for a reduced quality of life. The prevalence of HF in-
creases exponentially with increasing age [1] and is on of 
the most main cause of hospitalisation of geriatric population. 
This is associated with a high mortality risk and a significant 
burden of comorbidities [2-3]. The management of these pa-
tients is particularly complex and relevant in public health 
terms. Over the years, guidelines for the management of heart 
failure have undergone some modifications following the in-
troduction of new drugs. Specifically, from 2021 the guide-
lines ESC [4] suggest, as first-line for HF patients, the use of 
sacubitril/valsartan. The efficacy of  sacubitril/valsartan has 
been investigated HF in two randomizd clinical trial (RCT): 
PARADIGM-HF (Prospective Comparison of Angiotensin Re-
ceptor–Neprilysin Inhibitor with Angiotensin-Converting–En-
zyme Inhibitor to Determine Impact on Global Mortality and 
Morbidity in Heart Failure Trial) [5] and PARAGON-HF (Pro-
spective Comparison of Angiotensin Receptor–Neprilysin In-
hibitor with Angiotensin-Receptor Blockers Global Outcomes 
in HF with Preserved Ejection Fraction) [6].

However, few real world data is available about persis-
tence of this pharmacological treatment.

AIM

To investigate the therapeutic discontinuity of sacubitril/
valsartan in a cohort of individuals hospitalised for heart fail-
ure using data from the healthcare databases of the Lombardy 
region.

METHODS

The study was conducted according to a retrospective 
cohort design. Patients in the Lombardy Region aged be-
tween 40 and 80 years with a hospitalisation for heart failure 
(ICD9-CM codes: 402.01, 402.11, 402.91, 404.01, 404.03, 
404.11, 404.91, 404.03, 404.13, 404.93, 427.4x and 428.x) 
in the period 2021-2022 were identified. For each subject, the 
first hospitalisation for HF was considered and the discharge 
date was taken as the index date. Patients with a hospitalisa-
tion for heart failure in the 5 years preceding the index date 
were excluded. The final cohort included all patients with a 
fill of sacubitril/valsartan in the first 90 days after index date. 

All sacubitril/valsartan prescriptions dispensed to cohort 
members during follow-up were identified. The duration of 
each prescription was calculated by dividing the total amount 
of drug prescribed by the DDDs (Defined Daily Dose). From 
the index prescription onwards a patient was considered to 
be discontinuing (primary outcome) if the time lapse between 
the end of the prescription and the start of the next one was 
greater than or equal to 90 days. The first day of non-cover-
age of the drug was considered as the event date. A sensitivity 
analysis was performed considering a reduce length of 60 
days for the window used to define discontinuation.

Each cohort member was followed from the index date 
until 31 December 2023. The proportion of discontinuation 
was estimated with its 95% confidence interval (95% CI). A 
log-binomial model was implemented to investigate the de-
terminants of discontinuation including the following varia-
bles: gender, age at index date, the use of  antihypertensive, 
antidiabetic, statins and antidepressants as well as Multi-
source Comorbidity Score (MC score at 3 classes) evaluated 
in the 5 years before index date. The relative risk (RR) and its 
confidence interval (95% CI) was reported.
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RESULTS

Final cohort was composed by 1985 patients with a first 
admission for HF in the period 2021-2022. The mean age 
was 65 (SD 10) years and 77% were male. Of these, 27% 
were in treatment with antidiabetics while 45% with statins 
and 74% with antihypertensive drugs. In addition, 11% were 
treated with antidepressants. Patients in the lowest MC score 
class were 1177 (59%) while those in the highest class were 
323 (16%). The S/V discontinuation proportion was 20% 
(95% CI 18% to 22%). We observed that for discontinuers 
the proportion of alternative pharmacological drug (ACE, 
ARB, CCB, BB and Diuretics) during the 90 days with no S/V 
treatment were lower respect to their proportion during the 3 
months after index date suggesting either a clinician indica-
tion or the onset of collateral effect. 

The model showed that increasing age was statistically 
associated with a lower risk of discontinuation (RR 0.987; 
95% CI 0.976 to 0.998, p-value = 0.019) while the use of 
antidepressants increased the risk (RR 1.430; 95% CI 1.072 
to 1.91, p-value = 0.015). When the outcome was defined by 
considering 60 days, age was no longer significant.

CONCLUSIONS

Preliminary data based on few years after ESC guidelines 
showed a quite high S/V discontinuation proportion similar 
to that reported in other studies [7]. Young age and use of 
antidepressant seems to increase the risk to interrupt an effi-
cacy treatment like S/V. Continuous monitoring of healthcare 
data, in the next years, will allow efficiently to evaluate the 
effectiveness and persistence to S/V treatment.
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ABSTRACT

Introduction: Endometriosis is a chronic inflammatory con-
dition affecting approximately 10% of women of reproductive 
age and is often diagnosed late due to nonspecific symp-
toms, overlap with common conditions such as primary dys-
menorrhea, and the reliance on invasive laparoscopy [1,2]. 
Early detection could reduce patient burden and long-term 
complications, but current diagnostic tools remain limited. 
Genome-wide association studies (GWAS) have identified 
several genetic risk variants [3], yet their individual effects 
are modest. Polygenic risk scores (PRSs), which aggregate 
the effects of multiple variants, show promise but still lack the 
accuracy required for clinical application due to limited rep-
lication, small effect sizes, and population-specific variability 
[4,5]. Recent findings suggest that endometriosis is linked to a 
range of genetically influenced traits—such as immune, met-
abolic, and psychiatric characteristics—pointing toward the 
potential of multi-trait approaches to improve early, non-in-
vasive risk stratification.

OBJECTIVES

This study aims to develop a non-invasive, cost-effec-
tive strategy for endometriosis risk stratification using a ge-
netics-informed, two-phase approach. First, we evaluated 
whether polygenic scores (PRSs) related to a broad spectrum 
of complex traits could predict disease risk and reveal genet-
ically defined subgroups among patients. Next, we identified 
the most informative traits associated with these genetic risk 
profiles and translated them into a targeted phenotypic ques-
tionnaire. We then assessed whether this phenotype-only 
model could accurately classify endometriosis cases, offering 
a feasible alternative to genetic testing for early detection in 
real-world settings.

METHODS

We analyzed 1,996 genotyped women (862 cases, 
1,134 controls) and computed 4,490 PRSs across complex 
traits. After filtering and trait mapping, 645 scores were re-
tained; one per trait was selected via bootstrap logistic re-
gression (218), then reduced to 40 via LASSO. Supervised 
machine learning models (logistic regression, random forest, 
XGBoost, neural networks) [6,7] were trained to evaluate the 
predictive performance of the PRS-based model. Top-ranking 
PRSs from the best-performing model were used to cluster en-
dometriosis cases, identifying genetically defined subgroups. 
Traits linked to these PRSs were used to design a targeted phe-
notypic questionnaire. The questionnaire was tested in an in-
dependent cohort (n = 506), where curated phenotypic fea-
tures were used to train classification models. The best model 
was then used to generate a non-invasive, phenotype-only 
risk score for endometriosis stratification.

RESULTS

The multi-PRS model significantly outperformed the endo-
metriosis-specific PRS (AUC = 0.636 vs. 0.546, p < 0.001), 
with key contributions from traits related to height, early me-
narche, schizophrenia, and autoimmune disorders. Clustering 
based on the most informative PRSs identified two genetically 
defined subgroups with distinct clinical characteristics, includ-
ing differences in endometrioma prevalence, gastrointesti-
nal symptoms, and disease stage. A phenotype-only model 
trained on questionnaire data demonstrated high discrimina-
tive ability (AUC = 0.904), with CA125, fatigue, gynecologi-
cal symptoms, and muscle pain emerging as the most inform-
ative features, supporting its potential as a cost-effective and 
non-invasive tool for early risk stratification.
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CONCLUSIONS

Our results demonstrate that leveraging polygenic infor-
mation to identify trait-level predictors enables the develop-
ment of accurate, phenotype-based models for endometrio-
sis risk stratification. The use of AI-driven approaches allows 
robust prediction from a minimal set of non-invasive, low-cost 
clinical features—reducing reliance on genetic testing and 
supporting more accessible, early diagnostic strategies within 
precision gynecology.
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INTRODUCTION

Progressive airway disease with recurrent infections is a 
hallmark of cystic fibrosis (CF). While Pseudomonas aerug-
inosa and Staphylococcus aureus are the most common 
pathogens, emerging bacteria such as Stenotrophomonas 
maltophilia (SM), non-tuberculous mycobacteria, and Achro-
mobacter species are increasingly identified. SM, a gram-neg-
ative bacterium, has been cultured from the sputum of people 
with CF (pwCF) with variable prevalence across countries. 
While its role remains debated, a 2012 review suggests that 
chronic SM may be a marker of more severe lung disease [1]. 
The clinical impact of Stenotrophomonas maltophilia in Euro-
pean pwCF remains underexplored, highlighting the need for 
better epidemiological data to guide research and care.

AIMS

Aims of this study are to estimate the prevalence and inci-
dence of SM in Europe, to compare the clinical characteristics 
of pwCF according to their SM infection status and to charac-
terize the most common patterns of infection during a period 
of 6 years (2018-2023).

METHODS

This longitudinal study is based on data provided by the 
European Cystic Fibrosis Society Patient Registry (ECFSPR), 
which collects demographic and clinical data of pwCF from 
42 countries in Europe. Data are collected annually, accord-
ing to specific inclusion criteria and standardized definitions. 

In the ECFSPR, SM status is classified as negative, inter-
mittent, or chronic, based on standardized criteria [2]. De-

mographics and clinical outcomes within SM-negative, in-
termittent, and chronic groups in 2023 were described and 
the differences among groups were assessed using Pearson’s 
Chi-squared test for categorical and Kruskal-Wallis test for 
continuous variables. 

SM overall incidence and prevalence from 2008 to 2023 
were computed. Prevalence was the proportion of infected 
(both intermittent and chronic together) in each year, while 
incidence was the number of newly infected individuals divid-
ed by those uninfected in the previous year. To assess whether 
trends in prevalence and incidence over time were statistically 
significant, logistic regression models were applied, using in-
fection status as the response variable and calendar year as 
a continuous explanatory variable. Additional models were 
then fitted, accounting for time of introduction of Cystic Fibro-
sis Transmembrane conductance Regulator (CFTR) modula-
tors and COVID-19 pandemic (pre- or post- period).

Chronic and intermittent SM infection were used as re-
sponse variables in further logistic regression models to as-
sess whether a significant trend existed with age at follow-up, 
included as a continuous explanatory variable, also account-
ing for CFTR modulator use. 

Infection patterns from 2018–2023 were used to classify 
patients accordingly. 

Analyses were run using R Core Team versions 4.5.0.

RESULTS

In 2023, ECFSPR included 52977 pwCF, of whom 51566 
(97.3%) had complete information regarding SM infection 
status.

The overall prevalence of SM (including both chronic and 
intermittent cases) in 2023 ranged from 0.26% in Romania to 
19.3% in Serbia, accounting for 5.0% (95% CI: 4.8 to 5.2) 
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across Europe. Four small countries did not report any SM 
detection.

Age, gender, BMI in adults, BMI z-score in children, and 
the country’s income category (all p<.05) differed across the 
three infection groups: SM-negative (49010, 95%), intermit-
tent (2000, 3.9%), and chronic (556, 1.1%). SM-chronic had 
the highest median age (28.7y) and lowest BMI (22.1 kg/
m2), while SM-intermittent were the youngest (16.5y), and 
SM-negative had the highest BMI (22.5 kg/m2).

In contrast, genotype (p=0.7) and use of pancreatic en-
zymes (p=0.2) showed no significant differences. All con-
comitant infections—chronic P. aeruginosa, chronic S. aureus, 
MRSA, H. influenzae, Achromobacter spp., and nontubercu-
lous mycobacteria—differed significantly across groups (all 
p<.001), with highest prevalence in those chronically infected 
with SM; only chronic Burkholderia cepacia complex showed 
a borderline difference (p=.041).

The prevalence of SM increases significantly with age 
(p<.001) in both the unadjusted model and the model adjust-
ed with CFTR modulator use. The unadjusted model showed 
no significant trend in SM prevalence over time (p=0.609); 
however, after adjusting for CFTR modulator/COVID period 
(≤2019 vs >2019), a significant trend was observed  (p<.001); 
furthermore, the stratified analysis revealed a significant rise in 
SM prevalence from 2008 to 2019 (p<.001), followed by a 
significant decline from 2020 to 2023 (p<.001).

Among 32,724 pwCF, 64 distinct infection patterns 
were identified. Most (24,594, 75.2%) showed no infection, 
while 24.8% (8,130) showed infection in at least one year 
and 11.1% (3640) for at least 2 years. Specifically, one year 
(13.7%), two years (5.3%), three years (2.8%), four years 
(1.5%), five years (0.8%), and six years (0.6%). Only 1.6% 
(524) of pwCF showed a continuous infection, remaining pos-
itive through 2023.

CONCLUSIONS

This large multinational analysis offers a detailed view of 
SM infection in the European CF population, revealing that 
while most individuals remained uninfected, nearly one-quar-
ter experienced infection between 2018 and 2023. Chronic 
infection was strongly age-associated and consistently linked 
to a higher burden of co-infections. The shifting temporal 
trends—marked by a rise in prevalence up to 2019 and a sub-
sequent decline during the CFTR modulator and post-COVID 
era—suggest that both medical advancements and broader 
changes in healthcare practices may significantly shape SM 
epidemiology. These findings highlight the need for continued 
surveillance to guide care and inform future research.
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INTRODUCTION

Acute ischemic stroke (AIS) is a severe complication in 
patients with atrial fibrillation (AF), even in those already 
treated with direct oral anticoagulants (DOACs). Growing 
evidence indicates that systemic inflammation plays a key 
role in promoting the prothrombotic state and increasing the 
risk of thromboembolic events in AF. In observational studies, 
treatment allocation is not assigned randomly but rather re-
flects real-world clinical decision-making. DOACs treatment 
is prescribed based on the patient’s estimated thromboembol-
ic risk, typically assessed using established scoring systems 
such as CHA2DS2-VASc score. However, despite appropri-
ate anticoagulation, a residual thromboembolic risk persists 
in a subset of patients, as documented in real-word studies. 
The characterisation of this subgroup of patients is essential 
to elucidate pathophysiological mechanisms and guide po-
tential therapeutic modifications. Accordingly, within a cohort 
of AIS patients, different antithrombotic strategies can be en-
countered among patients with AF. This variability, combined 
with the lack of randomization, can introduce confounding 
and selection bias, making it difficult to accurately compare 
clinical outcomes [1]. In this context, methods such as propen-
sity score analysis are essential to adjust for these imbalances 
and improve the validity of comparisons. In this retrospective 
cohort of patients aged ≥70 with acute ischemic stroke (AIS) 
due to large vessel occlusion (LVO), three groups were iden-
tified: (1) AF patients treated with direct oral anticoagulants 
(AFwDOACs), (2) AF patients without anticoagulant therapy 
(AFwoDOACs), and (3) patients with large-artery athero-
sclerosis (LAA). The primary aim of the study was to compare 
the inflammatory profiles between the two AF groups -those 

receiving DOACs and those not- within the context of cardi-
oembolic AIS related to LVO. The LAA group served as a ref-
erence cohort, allowing for contextualization of inflammatory 
markers in a non-cardioembolic stroke etiology.

OBJECTIVES

To compare the impact  of different statistical methods 
-Propensity Score Matching (PSM) and Inverse Probability 
Weighting (IPW)- in identifying clinical and laboratory dif-
ferences between treatment groups. Specifically, we aimed 
to: (1) evaluate the ability of these methods to balance covar-
iates across groups; (2) compare findings across methods in 
both pairwise and three-group analyses; (3) assess how sta-
tistical approach choice impacts the identification of clinically 
meaningful biomarkers. 

METHODS

In this study, we retrospectively analyzed patients admit-
ted between 2015 and 2024 with acute ischemic stroke due 
to large vessel occlusion (LVO). Patients were categorized into 
three groups based on prior clinical characteristics: (1) AF pa-
tients treated with direct oral anticoagulants (AFwDOAC), (2) 
AF patients not receiving oral anticoagulants (AFwoDOAC), 
and (3) patients with large-artery atherosclerosis (LAA). The 
third group served as a reference cohort, functioning as a con-
trol group to contextualize inflammatory profiles in a non-car-
dioembolic stroke population.

A major challenge of this observational design was achiev-
ing covariate balance across three distinct groups. While 
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70 mg/dL-were analyzed using chi-square tests.
All analyses were performed using RStudio 

(v2025.05.496).

RESULTS

Both PSM and IPW effectively improved covariate bal-
ance (see Figure 1), although the number of units used varied 
between methods:

 - Three-group IPW: 48/59 in group 1, 287/294 in 
group 2 and 125/151 in group 3;

 - IPW pairwise (Group 1 vs 2) 52/59 in group 1 and 
293/294 in group 2;

 - IPW pairwise (Group 1 vs 3): 43/59 in group 1 
and 138/151 in group 3;

 - PSM (Group 1 vs 2): 56/59 in group 1 and 
111/294 in group 2;

 - PSM (Group 1 vs 3): 54/59 in group 1 and 89/151 
in group 3.
In pairwise comparisons: 

 - PSM identified significantly higher MLR and low-
er triglycerides in Group 3 vs Group 1 (p = 0.041 and 
p=0.003 respectively). 

 - IPW identified significantly lower triglycerides 
(p=0.008) and lower D-dimer (p=0.012) in Group 3 vs 
Group 1 and detected significantly higher D-dimer in 
Group 1 vs Group 2 (p = 0.024).

 - In the three-group IPW-weighted ANOVA, MLR, 
triglycerides, and D-dimer were all significantly differ-
ent across groups. Interestingly, Total-Cholesterol also 
reached significance under IPW but not in unadjusted 
models, potentially due to improved covariate balance 
revealing subtler metabolic effects.

 - In the unweighted (raw data) ANOVA only triglyc-
erides were statistically significant.
The post-hoc analyses confirmed significant differences in 

D-dimer (Group 1 vs 2 and Group 1 vs 3) and triglycerides 
(Group 1 vs 3). Other significant results from the weighted 
ANOVA were primarily attributable to differences between 
Group 2 and Group 3.

These findings demonstrate that the choice of adjustment 
method can shift which biomarkers appear relevant, reinforc-
ing the importance of using multiple statistical approaches to 
capture meaningful clinical signals.

CONCLUSIONS

The results showed suggest that Propensity Score Match-
ing (PSM) identified a significant difference in MLR between 
groups; however, this result was not confirmed by post hoc 
analyses following the three-group IPW-weighted ANO-
VA. This discrepancy may be attributed to the matching ra-
tio (1:2), which necessarily excludes a substantial portion of 
observations from Groups 2 and 3, potentially limiting repre-
sentativeness and power. In fact, MLR was only significantly 
different between Groups 2 and 3 in post hoc tests, but this 
comparison is outside the primary scope of this study. Moreo-
ver, PSM failed to detect significant differences in D-dimer be-
tween Groups 1 and 2, which were instead clearly identified 

propensity score (PS) methods such as matching and inverse 
probability weighting (IPW) are widely used, they are most 
commonly applied in two-group comparisons [2]. To address 
this, we implemented two complementary strategies: (1) pair-
wise balancing (comparing Group 1 vs Group 2 and Group 1 
vs Group 3 separately), and (2) simultaneous balancing across 
all three groups using a multinomial PS model.

Covariates included in all PS models were: age, sex, base-
line NIHSS score, pre-stroke statin use, and vascular territory. 
To improve covariate balance and ensure model stability, the 
analysis was restricted to patients aged 70 years or older, as 
the inclusion of younger patients introduced instability in PS and 
IPW estimation.

PAIRWISE COMPARISONS:

For each pairwise comparison, propensity score matching 
was performed using nearest-neighbour matching with a 1:2 
matching ratio and a caliper of 0.2 standard deviations. The 
caliper ensured that only treated and control individuals with 
sufficiently similar propensity scores were matched, reducing 
potential bias from poor-quality matches [3]. The standard-
ized mean difference was used to evaluate balancing be-
tween covariates. 

In parallel, IPW was applied using stabilized weights to re-
duce the influence of extreme weights [4]. The Average Treat-
ment Effect (ATE) was used as the estimand. To limit the impact of 
outliers, weights were truncated at the 1st and 99th percentiles.

THREE-GROUP COMPARISON:

To balance covariates across all three groups simultaneous-
ly, propensity scores were estimated using a multinomial logistic 
regression model using stabilized and truncated weights, again 
with the ATE as the estimand. This model extends binary logis-
tic regression to multiple categories, estimating the conditional 
probability of belonging to each group given the covariates. 
These probabilities were used to generate stabilized inverse 
probability weights for multi-group IPW, allowing for covari-
ate adjustment across all groups within a single model. This 
approach allowed for the inclusion of all patients in a single 
weighted model, improving comparability across the three clin-
ical profiles.

Covariate balance was assessed graphically using Love 
plots (see Figure 1), which display standardized mean differ-
ences before and after weighting or matching. An STD value 
≤ 0.1 was considered a good balancing. For statistical testing, 
weighted t-tests were conducted for both pairwise and three-
group comparisons.

A broad panel of biochemical and haematological mark-
ers was analyzed across groups, including lipid profiles, in-
flammatory indices (e.g., neutrophil-to-lymphocyte ratio, 
monocyte-to-lymphocyte ratio), and coagulation parameters 
(e.g., D-dimer). When global differences were identified in the 
three-group analysis using weighted ANOVA, post hoc pair-
wise comparisons were performed using model-based t-tests.

For additional comparison, an unweighted ANOVA was 
also conducted on the raw data, to evaluate differences in the 
absence of statistical adjustment.

Residual inflammatory risk (RIR) -defined as hsCRP > 2 
mg/dL- and residual cholesterol risk (RCR) -defined as LDL > 
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through IPW, both in pairwise and three-group comparisons.
The limitations of PSM in studies involving more than 

two groups are underscored by the need to select separate 
matched datasets for each pairwise comparison. This results 
in inconsistent representation of Group 1 across comparisons 
and makes integration of findings more difficult. In contrast, 
IPW applied across all three groups, in combination with post 
hoc weighted analyses, successfully identified clinically rele-
vant differences in D-dimer and lipid markers. IPW appears 
to be a robust and flexible method for covariate adjustment in 
in three-group observational.

Unweighted analyses were not able to detect differences 
beyond triglycerides, this highlights the importance of using 
covariate balancing techniques, particularly when dealing 
with groups of highly unequal size. These results emphasize 
the critical role of appropriate statistical methods in obser-
vational research and support the application of multinomial 
IPW as a valuable strategy when multiple treatment groups 
are involved.

The variation in findings across PSM, IPW, and unadjust-
ed models underscores the importance of triangulating results 
from multiple analytical strategies, especially in unbalanced 
observational datasets.
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Figure 1. Covariate balance across groups before and after adjustment using PSM and 
IPW. Plots show standardized mean differences across age, sex, NIHSS, statin use, and 

vascular territory. Adjustment substantially reduced imbalance in all two-by-two compari-
sons and the overall three-group analysis
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INTRODUCTION 

Ability to identify multiple sclerosis (MS) patients bur-
dened by smouldering inflammation is of great importance 
for therapeutic and clinical trial purposes [1]. PET imaging 
using 18 kDa translocator protein (TSPO)-binding radiolig-
ands can be used as an imaging biomarker for quantitation of 
glial activation in vivo [2]. However, large scale use of PET is 
challenging. Proxy biomarkers for TSPO-PET outcomes would 
therefore be helpful.

OBJECTIVES 

The objective of the study was to identify key predictors of 
high TSPO-binding status in MS brain (HOT-PET phenotype) 
to provide widely usable tools for identification of patients 
with significant smouldering inflammation. Moreover, estab-
lishing a valid link between TSPO-PET and MRI measures 
would support the use of MRI as a proxy for microglial acti-
vation, given the limited accessibility of TSPO-PET.

METHODS

The sample included 128 MS patients (92 RRMS, 36 pro-
gressive). 3T magnetic resonance imaging (MRI) was per-
formed and the images were processed in MATLAB and seg-
mented using FreeSurfer. PET imaging using the TSPO-binding 
radioligand [11C]PK11195 was performed. Patients were 
classified according to their TSPO binding status: threshold for 
HOT-PET was set at 9.6% of active voxels in the white mat-
ter (based on TSPO-binding in an SPMS cohort). Partial least 
squares discriminant analysis (PLS-DA) extracted independ-
ent subspaces of variables best explaining outcome variabil-

ity (high or low TSPO-PET binding status). Based on variable 
importance in projection (VIP) scores, significant predictors of 
high TSPO binding were combined into a decision tree mod-
el to quantify misclassification error and refine the predictive 
framework [3,4].

RESULTS

Based on the highest VIP scores, we constructed a deci-
sion tree using MRI-derived features alone. Ventricle paren-
chymal fraction (%PF) consistently emerged as a key predic-
tor across all models, with a stable threshold around 2.12%. 
When combined with thalamus %PF, brain %PF, and age, and 
after tuning model parameters, we achieved an improved test 
accuracy of 0.84, outperforming the ventricle-only model 
(accuracy = 0.74). Key decision nodes included ventricle %PF 
≥ 2.12 and age ≥ 38.4, which were strongly associated with 
the HOT-PET phenotype. Even among patients with smaller 
ventricles, low thalamic and brain %PFs contributed to identi-
fying those with high glial activation.

To further characterize these patterns, we plan to stratify 
patients by MS subtype (RRMS vs PMS) and ventricle size, 
assessing whether enlarged ventricles in RRMS suggest a 
progressive-like inflammatory profile or whether some PMS 
patients with preserved brain volumes show lower microglial 
activation.

CONCLUSION

 MRI-based volumetrics offer a practical strategy to iden-
tify MS patients with high glial activation when PET is unavail-
able or difficult to perform. While ventricle PF% alone was a 
strong proxy biomarker, classification improved by including 
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thalamus and brain volume PF%, as well as age. This multi-
variable approach can support better patient stratification for 
phase 3 trials targeting microglial activation and help clini-
cians screen those most likely to benefit from microglia-target-
ed therapies.
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INTRODUCTION

Oral anticoagulants are commonly prescribed for pa-
tients with atrial fibrillation (AF) to prevent stroke and sys-
temic thromboembolism. However, anticoagulant treatment, 
regardless of whether it involves a vitamin K antagonist (VKA) 
or a direct oral anticoagulant (DOAC), can be associated 
with the development of kidney events and/or progression 
of kidney damage [1-2]. When using Electronic Health Re-
cords (EHR) in a Target Trial Emulation (TTE) framework [3] to 
evaluate the impact of a treatment on an outcome defined by 
a dynamical decline process, some issues arise not only due 
to the baseline confounding factors, but also for the potential 
informative censoring caused by treatment discontinuation 
or switch and related to the definition of the outcome itself. If 
these aspects are not taken into account, a biased estimate of 
the treatment effect is highly probable. 

OBJECTIVES

To investigate accelerated renal function decline in patient 
with AF using anticoagulation therapy, exploring differences 
among VKA vs DOAC users using EHR of the Observatory of 
CardioVascular Diseases (OCVD) in the Friuli-Venezia Giulia 
region (FVG, Italy) in a TTE framework. 

METHODS

To define renal outcomes as kidney failure (KF) and AKI 
(Acute Kidney Injury), we considered hospital admissions for 
renal causes identified by ICD9-CM codes but also the wors-
ening in the eGFR biomarker defined in two ways: the date of 
the first eGFR value that showed a decline≥30% with respect 
to the baseline value or was below 15 ml/min/1.73 m2. In 
the alternative approach, for each subject a linear regression 

line was fitted through all his/her eGFR measurements. To be 
considered a sustained decline the linear regression slope 
needed to be negative, the time to the event was defined as the 
moment the regression line crossed the 30% decline threshold 
(or was below the 15 ml/min/1.73 m2) [4]. Two approach-
es were compared to define the follow up: Intention to Treat 
(ITT), where the censoring date was the first date among the 
administrative censoring date or death, whatever come first, 
and Per-Protocol (PP) where the follow-up terminated at the 
first date among administrative censoring date, drug group 
switch (from VKA to DOAC or viceversa) or therapy discon-
tinuation date or death. Therapy discontinuation was defined 
as the date of the last anticoagulant medication purchase, 
extended by the number of days the purchase was expected 
to cover based on the quantity dispensed, plus an additional 
90 days. In all the analyses, death as a first event was treated 
as a competing risk for the renal outcomes. To take into ac-
count baseline confounders, Inverse Probability of Treatment 
Weights (IPTW) were estimated using logistic regression to 
predict the treatment group assignment, according to charac-
teristics of subjects at the index date. Results of the weighting 
procedure were considered appropriate if the standardized 
mean difference (SMD) between weighted treatment groups 
was <0.1. Since a differential rate of loss to follow-up be-
tween treatment groups (due to switch and discontinuation) 
was highly expected, in order to take into account simulta-
neously differences at baseline and informative censoring, 
adjustments were also performed using “combined” weights. 
These weights were the product of IPTW and time-dependent 
Inverse-Probability-of-Censoring Weights (IPCW) [5] taking 
into account monthly or 6-months’ time intervals and different 
set of baseline covariates for sensitivity analyses. Weighted 
incidence rates of events and weighted cumulative incidence 
curves were estimated in the overall population and in treat-
ment groups [6]. Hazard ratios (HRs) for renal outcomes were 
estimated using cause-specific Cox regression models.
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RESULTS

The study cohort was composed by 6873 subjects, 49% 
treated with DOAC and 51% with VKA.  Significant differ-
ences at baseline were present between treatment groups, in 
particular as expected in the year of enrolment. After IPTW 
estimation, all the differences were below the 10%SMD (21 
subjects were excluded due to the positivity violation). Under 
the ITT approach, no differences in any of the renal outcomes 
were observed, on the weighted cohort.  Conversely adopting 
the PP, an increased risk of sustained eGFR decline (with the 
regression method definition) and KF was detected (respec-
tively HR=1.18, [1.03 – 1.35], HR=1.69, [1.10 – 2.60]) in the 
IPTW-weighted cohort. No differences in AKI were found. 
When the renal event was defined using the first eGFR meas-
urement below the decline threshold, a significant impact was 
observed only for KF but not for eGFR decline and AKI (KF 
HR: 1.43 [1.09-1.87], eGFR Decline HR: 0.99 [0.90-1.10], 
AKI HR: 1.16 [0.90-1.50]). When IPTWIPCW weights were 
adopted, the results were substantially confirmed, with less 
precision of the estimates (wider 95% CI) across the different 
time-intervals and set of covariates used. 

CONCLUSIONS

When using observational data in the context of a TTE 
framework, it is crucial to take into account both the confound-
ers issue due to the non-randomized study design but also the 
informative censoring induced by therapy discontinuation or 
switch. Moreover, the methods used to define the outcome 
when a longitudinal biomarker is involved are also relevant. 
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INTRODUCTION

Propensity Score Matching (PSM) is used in observational 
studies to measure the effect of a treatment by removing the bias 
of confounders, as randomisation is not possible. A multivaria-
ble logistic regression is performed to estimate the association of 
previously selected variables with the treatment administration, 
whilst the coefficients estimated from this regression are used to 
calculate a predicted probability of each patient receiving the 
treatment. Each patient in the treatment group is then matched 
to one or more patients in the untreated group based on the PS 
[1]. There are several ways to check whether PSM is successful 
or not: the two groups can be compared to confirm that there 
are no significant differences in covariate characteristics or the 
distribution graph of PS in both groups can be compared to en-
sure that they are similar. Once PSM is performed, unmatched 
patients are removed and analysis can be performed to test the 
treatment effect [1,2]. Out of Hospital Cardiac Arrest (OHCA) 
is defined as a sudden cessation of cardiac function with loss of 
consciousness and circulation occurred in out of hospital setting 
and acute coronary syndrome is the most common cause of 
OHCA. Emergent invasive coronary angiography (ICA) and 
percutaneous coronary intervention (PCI) has been shown to 
improve outcome in patients with ACS. Survivors of OHCA 
undergoing PCI are at higher risk of thrombotic and bleeding 
complications and cangrelor use has been shown to induce 
a faster, higher and more sustained inhibition of platelet ag-
gregation function compared to all three P2Y12-inhibitors [3]. 
However, few data are available regarding OHCA victims.

AIM

The aim of this work is to apply PSM based analysis to 
investigate survival at hospital discharge of cangrelor use in 
OHCA survivors undergoing PCI. 

METHODS 

This is a multicentric, prospective, observational study in-
volving all OHCA patients enrolled in the LombardiaCARe 
Registry from January 1, 2015, to December 31, 2022, who 
underwent PCI in seven centers in Lombardy region, Italy. Cat-
egorical variables were described as number and percentage 
and compared with the chi-squared test or Fisher exact test 
depending on the expected frequencies. Continuous varia-
bles were described as mean ± standard deviation and com-
pared with the t-test or described as median and interquartile 
range (IQR) and compared with the Mann-Whitney test and 
according to their normal distribution tested with Shapiro Wilk 
test. All the variables that differed significantly between pa-
tients treated with cangrelor and patients in whom cangrelor 
was not administered were included in a multivariable logistic 
model for cangrelor administration. Model goodness of fit was 
assessed with Pearson test. The Area under the ROC Curve 
(AUC) was also computed. From the resulting coefficients PS 
was calculated. Patients were randomly matched according 
to the PS to generate random samples. The number of need-
ed samples was established according to the convergence of 
the median chi-squared. The goodness of PSM was evaluated 
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Fig.1: A: Median chi2 convergence graph B: Forest plot displaying 
the effect of cangrelor administration on the probability of survival 

at hospital discharge in all 25 random samples.
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in term of balance of the baseline characteristics comparing 
the propensity distribution graph in the unmatched popula-
tion and matched population and Kolmogorov-Smirnov test 
[2]. For each sample, considering only matched patients, chi-
squared test and logistic regression were performed to test 
the association between cangrelor administration and patient 
in-hospital survival. The median chi-squared test and the over-
all odds ratio (OR) derived from each sample were taken into 
account to confirm the association between cangrelor admin-
istration and survival at discharge. Statistical analyses were 
performed with STATA 17. A two-sided p-value of < 0.05 was 
considered statistically significant.

RESULTS

A total of 612 patients were admitted to the seven cen-
tres after OHCA and 414 (67.4%) underwent PCI. Among 
those patients 34 (8.2%) were treated with cangrelor. In the 
cangrelor group, 82.4% of patients were alive at discharge, 
compared to 65.3% in the no-cangrelor group (chi-square: 
4.1; p-value: 0.04). A multivariable logistic regression model 
for the probability of receiving cangrelor was performed with 
all the significantly different variables between cangrelor and 
no-cangrelor group. (p-value: 0.001; PseudoR2: 0.2; AUC: 
0.8). The model showed a good goodness of fit (Pearson 
chi2: 128.7; p-value: 0.8). Patients were randomly matched 
25 times according to the PS to generate 25 random samples 
with 20 patients per each group, as indicated by the conver-
gence of the median chi-squared (fig.1.a). Figure 1a demon-
strates how the median Chi2s and ORs resulted from the Chi2 
test and logistic regression for survival at discharge converge 
after 25 repetitions of PSM. The propensity distribution graph 
and Kolmogorov-Smirnov test showed a good PSM (p-val-
ue>0.05) in all 25 samples. The resulting ORs from the 25 
samples with their 95% confidence interval are plotted in Fig-
ure 1b which shows that in all samples OR was OR>1 and an 
overall OR of 2.1 (95% CI 1.2-3.0) of survival at discharge, 
confirming the association between cangrelor administration 
and survival at discharge.

CONCLUSION

The multivariable logistic model for the association with 
cangrelor administration showed a good AUC and a good 
goodness of fit. The low number of patients treated with can-
grelor prompted us to perform a random PSM to generate 25 
random samples. The PSM was able to balance the baseline 
characteristics, making the two groups comparable. Moreo-
ver, repeating the PSM could help to achieve significant results 
in case of low numbers of patients and to overcome the limita-
tion of PSM that leads to a reduction of the number of patients 
that can be included in the analysis due to the matching itself.
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INTRODUCTION 

Clinicians often make important decisions about patient 
care by estimating the likelihood of a particular disease, con-
dition or event occurring. Prediction models are useful in this 
context. Development studies aim to develop a prediction 
model by selecting clinically relevant predictors and statisti-
cally combining them in a multivariable logistic or cox model 
[1]. Once a model has been developed, its performance must 
be assessed in the same cohort (internal validation) and in a 
new cohort (external validation). The performance of a model 
can be assessed in terms of calibration (comparison between 
the observed and predicted proportions of events) and dis-
crimination (ability to predict patients who will or will not have 
the event of interest) [2]. There are several calibration meth-
ods: calibration in large, calibration curve associated with the 
Hosmer-Lemeshow test and calibration slope. Discrimination 
can be assessed by the area under the ROC curve (AUC) or 
the Harrel-c index, depending on the regression model used 
for development [3]. The development and validation of pre-
dictive scores are useful in cardiology: a study was conduct-
ed to investigate whether the ECG acquired after return of 
spontaneous circulation (ROSC) could play a prognostic role 
for 30-days mortality in patients surviving from out-of-hospital 
cardiac arrest (OHCA), defined as sudden cessation of car-
diac function with loss of consciousness and circulatory signs 
occurring in an out-of-hospital setting. The study was conduct-
ed considering post-ROSC ECGs related to OHCA patients 
from 2015 to 2018 in the populations of Lugano, Vienna and 
Pavia. Multivariable cox regression was performed and age 
≥62 years, female, ECG acquisition time≥8 min, presence of 
>1 segment with ST elevation, a QRS≥120 msec and the diag-

nostic pattern for Brugada syndrome resulted associated with 
higher 30-days mortality. The coefficient of each variable was 
multiplied by 10 and rounded to the nearest whole number 
and, by summing the rounded coefficients, a score between 0 
and 26 was created. The study showed that the risk of death 
increased as the score increased. Furthermore, by dividing the 
population according to score tertiles, 30-days mortality risk 
classes were identified: low (score 0-4), intermediate (score 
5-7) and high (score 8-26) [4].

AIM

The aim of this study is to validate a post-ROSC ECG score 
in predicting mortality risk and stratifying 30-days mortality 
risk after OHCA in a new cohort.

METHODS 

This is a multicenter, prospective, score validation study 
to predict 30-days mortality in OHCA survivors. Post-ROSC 
ECGs of patients enrolled in the LombardiaCARe registry from 
01/01/2015 to 31/12/2023 and ECGs of OHCA patients 
admitted to Saint-Pierre Hospital, Brussels, from 01/01/2017 
to 31/12/2023 were collected. The same outcome and the 
same predictors of the previous work were considered. Cate-
gorical variables were described as numbers and percentag-
es and compared using the chi-squared test or the Fisher ex-
act test, depending on the expected frequencies. Continuous 
variables were described as mean ± standard deviation and 
compared with the t-test or described as median and inter-
quartile range (IQR) and compared with the Mann-Whitney 
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test and according to their normal distribution, tested with the 
Shapiro-Wilk test. The risk score and mortality risk groups were 
identified according to previous work [4]. Univariable cox re-
gression was performed with 30-days mortality risk category 
as the independent variable. The assumption of hazard pro-
portionality was tested using the Shoenfeld test. Calibration 
was assessed by plotting the observed proportions of events 
against the predicted probabilities, while the c-index was as-
sessed for discrimination. Moreover, the prognostic index (PI) 
was calculated from the cox regression model with the same 
predictors of the previous work [4] as covariates and Kaplan–
Meier (KM) curves of PI tertiles were plotted. Long-rank test 
was used to test the difference between the three curves. All 
values p<0.05 were considered statistically significant. Statis-
tical analyses were performed using Stata17.

RESULTS 

A total of 1167 ECGs were collected in the two centres 
and score calculation was possible for 1075 of them. Of 
these patients, 431 (40.1%) were alive at 30 days. The me-
dian score was 10.0 (6.0-12.0) and 175 (16.35%) patients 
were classified as low risk, 300 (27.9%) as intermediate 
risk and 600 (55.8%) as high risk. Cox regression showed 
that patients in the intermediate risk group had a higher risk 
of death compared with those in the low risk group (HR: 1.3 
[95% CI: 1.1-1.9]; p-value: 0.049), as did patients in the high 
risk group (HR: 1.9 [95% CI: 1.4-2.5]; p-value<0.001). The 
harrel-C of the model is C:0.56 [95% CI: 0.54-0.59].

CONCLUSION

The discrimination is lower compared to the original mod-
el (Harrel-c: 0.66 [95% CI, 0.57-0.76]), though acceptable. 
Indeed, the model retains the ability to discriminate patients at 
low, intermediate and high risk of 30-days mortality. Figure 
1A shows the KM curves of the PI tertiles (p-value<0.001) 
and the graph suggests that the model discriminates better 
patients at hight risk rather than low and intermediate risk, as 
expected considering the harrel-c. Figure 1B shows similar 
predicted and observed survival probabilities in all groups, 
confirming good calibration of the model. A limitation of the 
study is the non-homogeneous distribution of patients in the 
3 risk groups. Our results suggest that the post-ROSC ECG 
score can predict the risk of 30-days mortality after OHCA. 
This provides a possibility for risk stratification in post-cardiac 
arrest care, assisting clinicians in clinical decision making and 
underlining the prognostic role of ECG.
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        Fig.1. A: Kaplan–Meier curves of PI 
tertiles. B: Calibration graph.
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INTRODUCTION

Brain tumors are the most common solid tumors in children, 
with an annual incidence ranging from 1.12 to 5.14 cases per 
100,000. Advances in treatment have led to a 70% five-year 
survival rate. Follow-up imaging—particularly in differentiat-
ing tumor recurrence from therapy-related toxicity—remains 
a critical clinical need. Advanced quantitative imaging tech-
niques, such as Perfusion-Weighted Magnetic Resonance Im-
aging (PW-MRI) and Positron Emission Tomography (PET) with 
11C-Methionine [1], may play a crucial role in therapy-relat-
ed decision making in these patients. The use of simultaneous 
hybrid PET/MRI is highly beneficial in children as it allows 
for a one-stop-shop examination that limits the scanning pro-
cedures. Since both techniques generate a large number of 
imaging features, identifying and integrating those with the 
greatest impact on clinical outcomes could represent an effec-
tive strategy to improve and accelerate diagnostic accuracy. 
Machine Learning algorithms have significantly enhanced the 
analysis of multi data. In the specific context of PET imaging, 
missing data are often categorized as missing not at random 
[2] (MNAR), where the absence of data is systematically relat-
ed to unobserved variables or the underlying condition being 
studied. This introduces potential biases and challenges for 
integrating and extracting meaningful features from the data.

AIM

The present study is aimed to achieve main objectives in 
the managing patients of care:

i)  to investigate how features extracted from PW-MRI 
and PET can be integrated to develop a combined diag-
nostic score

ii)  to manage missing data in the context of PET im-
aging

METHOD

PET/MRI features associated with tumor progression 
were analyzed both individually and in combination with the 
reference, introducing new variables into the model. Given 
the presence of missing not at random (MNAR) data in the 
PET set, missing values were imputed using a Bayesian ap-
proach [3] with the “stan” function using Monte Carlo sam-
pling (MCMC), based on a truncated normal distribution. The 
algorithm DIABLO [4] has proven effective in integrating da-
tasets from different sources and in identifying features across 
data from PET and from MRI. The DIABLO was used to inte-
grate PET data (18 features, 42 patients) and MRI data (52 
features, 40 patients). More specifically a sparse multiblock 
partial least square-discriminant analysis (sPLS-DA) was em-
ployed to integrate them, implemented via the block.plsda() 
function from the mixOmics R package [5]. sPLS-DA inte-
grates an intrinsic variable selection procedure into the model 
fitting by applying a LASSO penalization to the loading vec-
tors of the X data, thereby identifying the most discriminative 
features through latent components (ncomp=2) that maximize 
the shared covariance between data blocks. Model per-
formance was evaluated by calculating the area under the 
receiver operating characteristic curve (AUC) as a measure 
of classification accuracy. 95% Confidence Interval [CI] was 
computed by resorting to a bootstrap method.

RESULTS

A total of 42 patients were enrolled in the study, including 
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18 females. The median age at enrolment was 9 years, with an 
interquartile range (IQR) of 5 to 14 years. Tumor histologies 
were classified into the following categories: embryonal tum-
ors (n=16), high-grade gliomas (n=14), germ cell tumors (n=5), 
ependymal tumors (n=5), and low-grade gliomas (n=2). For 
the following analysis, 40 out of the 42 patients were included, 
since two patients did not undergo the MRI. The overall correla-
tion between the MRI and PET datasets, calculated using Pear-
son’s method on the first latent component of each block, was 
0.41(95% CI: 0.12-0.60). Regarding diagnostic performance, 
assessed via AUC, the second components of both MRI and 
PET data showed stronger discriminative ability. For MRI, the 
first component yielded an AUC of 0.722 (95% CI: 0.453–
0.932), while the second component achieved 0.795 (95% CI: 
0.515–0.951). Similarly, for PET, the first component demon-
strated an AUC of 0.725 (95% CI: 0.517–0.906), and the 
second component obtained 0.753 (95% CI: 0.547–0.923).

CONCLUSIONS

Our findings reveal a moderate overall Pearson correla-
tion of 0.41 between the MRI and PET datasets. This corre-
lation is a positive indicator for a multi-modal approach; it 
suggests the modalities capture complementary, rather than 
entirely redundant, information. To enhance the generalizabil-
ity and robustness of these findings, further validation of these 
results is essential.
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INTRODUCTION

Alzheimer’s disease (AD) is the most common cause of 
neurodegenerative dementia and poses a major healthcare 
challenge worldwide. Despite the availability of biological bi-
omarkers, their application in routine clinical settings remains 
limited. Recent recommendations from eleven European sci-
entific societies and Alzheimer Europe propose a patient-cen-
tered diagnostic workflow for memory clinics [1]. Within this 
context, artificial intelligence (AI) may offer valuable support 
for clinical staging and diagnosis based on widely available 
neuropsychological and MRI data [2-3].

OBJECTIVES

This study aimed to evaluate the clinical performance of 
TRACE4AD™, a CE-marked AI-based medical device, in 
supporting memory clinics during key diagnostic steps, spe-
cifically by assessing its ability to correctly stage cognitive 
decline, to classify clinical syndromes and formulate causal 
hypotheses (distinguishing AD from non-AD profiles), and to 
predict conversion to AD dementia within 24 months.

METHODS

A total of 797 subjects were enrolled from 66 centers (It-
aly, US, Canada). All underwent 3D T1-weighted MRI and 
a detailed neuropsychological battery assessing multiple 

cognitive domains [4]. In 482 cases, CSF biomarkers (Aβ42, 
t-tau, p-tau) and/or [¹⁸F]FDG PET imaging were available 
[5]. TRACE4AD™ automatically analyzed imaging and cog-
nitive data using an ensemble of Support Vector Machines 
(SVMs), with feature selection via Principal Component Anal-
ysis (PCA) and Fisher Discriminant Ratio (FDR) [6-7]. Clinical 
performance was assessed in terms of agreement with expert 
clinical staging (Cohen’s kappa), diagnostic accuracy against 
biomarker-based classification for syndrome identification, 
and predictive accuracy of conversion to AD dementia at 24 
months using clinical follow-up as reference.

RESULTS

TRACE4AD™ showed substantial to almost perfect agree-
ment with clinical staging (κ=0.81 for HS/SCI/WW, κ=0.70 
for MCI/MD, κ=0.90 for moderate/severe dementia). In 
the subset of subjects with biomarker data (n=130), the tool 
correctly classified AD-related syndromes with 91% accura-
cy, achieving a positive predictive value of 91% and a nega-
tive predictive value of 100%. For prediction of conversion to 
AD-dementia at 24 months (n=341), TRACE4AD™ reached 
89% sensitivity, 82% specificity, 85% overall accuracy, and 
an AUC of 83%. Furthermore, AI-derived brain volumetric 
features significantly correlated with CSF biomarkers, particu-
larly in medial temporal regions, and cognitive performance, 
supporting the tool’s biological validity and interpretability.
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CONCLUSIONS

TRACE4AD™ demonstrated high performance in staging, 
syndrome classification, and prediction of AD conversion, 
supporting its utility as a statistical and clinical decision-sup-
port tool. Its ability to integrate multimodal data in a repro-
ducible, interpretable manner aligns with current intersocietal 
recommendations [1], providing an innovative and practical 
solution to enhance early diagnosis and personalized care in 
memory clinics.
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INTRODUCTION

Data is crucial in modern healthcare, bearing the poten-
tial to improve patient care by powering clinical research and 
enhancing public health. However, the promise of real-world 
data to enable personalized medicine, guide policymaking, 
and respond to rapidly evolving healthcare needs is often 
constrained by challenges in accessing high-quality datasets. 
Synthetic data offers a compelling alternative, addressing pri-
vacy concerns, simplifying ethics reviews, reducing costs, and 
ensuring access to sufficiently large and reliable patient co-
horts [1]. While synthetic data has already been successfully 
validated in domains outside healthcare, its application in the 
medical field remains limited.

OBJECTIVES

This study aims to compare synthetic and real-world data 
in healthcare by applying various statistical methodologies to 
both types of datasets. 

METHODS

Data synthesis techniques will be used to create cohorts 
of patients with specific attributes that are statistically similar 
to real patients by using AI tools released by by Aindo SpA. 
The real datasets originate from the clinical platform of Centro 
Cardiologico Monzino and include structured data system-

atically collected by the Atherosclerosis Prevention Unit from 
2002 to 2024 during outpatient visits of 1000 patients in sec-
ondary cardiovascular prevention and with a personal history 
of dyslipidemia. A comparison was performed between real 
and synthetic datasets. For categorical variables (n = 49), 
Jensen–Shannon Divergence (JSD) was used. For continuous 
variables (n = 25), differences in means were evaluated using 
95% confidence intervals (CIs). A logistic regression model 
with stepwise selection and cross-validation was developed 
using both real and synthetic data.

RESULTS

Only 1 out of 49 categorical variables showed a statisti-
cally significant difference (~2%), which is below the expect-
ed 5% due to type I error. For continuous variables, 4 out of 
25 (16%) showed CIs that did not include zero. Logistic re-
gression with cross-validation identified the same predictors 
in both datasets: CPK (UI/l) and Therapy modification. Odds 
Ratio (OR) for CPK was 1.01 (real) and 1.01 (synthetic), with 
a 70% overlap of CIs. OR for Therapy modification was 0.10 
(real) and 0.28 (synthetic). The model developed on the syn-
thetic database was used for training and then validated on 
the real database. All variables selected by the stepwise mod-
el on synthetic data were validated on real data, confirming 
the model’s transferability.
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CONCLUSIONS

The synthetic dataset demonstrated reliability and compa-
rability with real-world data. While having a slightly higher 
margin of error, cross-validation of SAMS (statin-associated 
muscle symptoms) predictors indicates that models trained 
on synthetic data can be transferred effectively to real-world 
data applications, supporting wider use of synthetic datasets 
in clinical and epidemiological studies.

This study has been realized thanks to the support of NO-
VARTIS.
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INTRODUCTION

There is a lack of national data describing students’ per-
ceptions of nuclear safety. Moreover, no validated instru-
ments currently exist for investigating this topic. 

OBJECTIVES

The objectives of this study were to translate and 
back-translate from French to Italian and from Italian to 
French the questionnaire used in the study “Special Euroba-
rometer 271 / Wave 66.2 – Europeans and Nuclear Safe-
ty”1 conducted by the European Commission; validate the 
questionnaire using the Content Validity Ratio (CVR); assess 
the content and face validity of the tool through expert panel 
reviews; and collect preliminary data (pilot study) to support 
the planning of future research strategies.

METHODS

This pilot observational study involved the administration of a 
questionnaire as an additional procedure during routine educa-
tional reactor activities. Phase 1 consisted of the translation and 
back-translation of the questionnaire. Phase 2 involved the evalu-
ation of content and face validity by a panel of nine experts with 
diverse backgrounds in nuclear science. In Phase 3, pilot data 
were collected using the survey instrument and subsequently ana-
lyzed through descriptive statistics. Content validity was assessed 
using the Item Content Validity Index (I-CVI), with a threshold of 
0.78 considered acceptable, and the Scale Content Validity In-
dex/Average (S-CVI/Ave), with a threshold of 0.80. Face va-
lidity was assessed through expert panel reviews. Items scoring 
below 0.60 were individually reviewed by the expert board.

RESULTS

Content and face validation revealed the removability of 
seven items, which were individually reviewed by the expert 
board. As a result, two of these items were retained. The final 
version of the questionnaire included twelve items, with a final 
S-CVI/Ave of 0.89. The pilot study (n = 50) showed a divid-
ed perception among adolescents regarding nuclear energy: 
some participants perceived it as highly risky, while others 
held more favorable views. Data collection is ongoing. Sixty 
percent of respondents believe that the benefits of nuclear en-
ergy outweigh its risks. However, 98% reported feeling not at 
all or only slightly informed about nuclear energy. Sixty-seven 
percent believe that nuclear power plants are not very risky 
or not risky at all for the country, and 88% are completely 
or somewhat in agreement that such plants can be operat-
ed safely. Finally, 67% believe that the use of nuclear energy 
should be increased.

CONCLUSION

The results of this pilot study support the successful trans-
lation, back-translation, and initial validation of the ques-
tionnaire in terms of content and face validity. These findings 
suggest that the instrument is a promising tool for assessing 
perceptions of nuclear safety and can be reliably used in fu-
ture research within educational and healthcare contexts.
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INTRODUCTION

Endometriosis is a chronic, inflammatory gynecological 
condition characterized by the presence of endometrial-like 
tissue outside the uterus. It appears in various forms and can 
be classified based on location into several subtypes: super-
ficial peritoneal, ovarian, deep infiltrating, extra-abdominal, 
and iatrogenic [1]. In recent years, advances in genetics have 
underscored the complex, multifactorial nature of endometri-
osis. Genome-wide association studies (GWAS) have identi-
fied common genetic variants linked to disease susceptibility. 
However, Whole Exome Sequencing (WES) has emerged as 
a powerful tool for uncovering rare, high-impact mutations 
that may explain severe or familial cases. WES not only com-
plements GWAS findings but also opens new ways for un-
derstanding disease mechanisms, identifying biomarkers, and 
developing personalized therapeutic strategies.

AIM

The aim of this study is to identify and compare genetic 
variants present in a cohort of healthy women and women 
with endometriosis by using WES. The goal is to discover po-
tential genetic biomarkers and gain a better understanding of 
the molecular mechanisms underlying the disease, to improve 
early diagnosis, prognosis, and the development of targeted 
treatments for women with endometriosis. 

METHODS

This case-control study included 400 Italian women, 200 
with laparoscopically confirmed endometriosis and 200 
healthy controls. A key focus of the study was an in-depth qual-

ity control analysis: particular attention was devoted to eval-
uating the distribution and consistency of sequencing quality 
metrics—such as average coverage, read depth, genotype 
quality, and mapping quality—across the target regions. This 
thorough assessment was crucial to ensure homogeneous and 
comparable data across all samples. Only variants meeting 
stringent criteria—read depth >10, genotype quality ≥30, and 
mapping quality ≥40—and located in regions shared by at 
least 95% of the samples were retained, strictly following GATK 
best practices. This rigorous filtering was essential to achieve 
consistent variant calling across the cohort. To support this pro-
cess, a comprehensive bioinformatic pipeline was developed 
for the processing, filtering, and statistical analysis of genetic 
data, ensuring high reliability and reproducibility across the 
entire workflow. Following quality control, we focused on rare 
(MAF <1%), exonic and non-synonymous variants. To assess 
the association between these variants and endometriosis, we 
applied the Sequence Kernel Association Test (SKAT) using 
RVTESTS [2, 3]. SKAT is a powerful, regression-based meth-
od designed to evaluate the combined effect of multiple rare 
variants within a gene, accommodating variants that may have 
effects in different directions. This approach allowed us to eval-
uate the cumulative effect of rare variants within each gene, 
increasing the power to detect associations in a genetically 
complex disease like endometriosis. Genes with a p-value < 
0.01 from the SKAT test were considered significant and were 
subsequently analyzed using DAVID for functional annotation 
and GTEx for evaluation of their tissue-specific expression, in 
order to explore their potential involvement in the pathophysi-
ology of endometriosis [4].
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RESULTS

After quality control, we obtained 451195 variants, of 
which 134113 were rare, exonic, and non-synonymous. These 
134113 variants were analyzed, and the SKAT test identified 
98 genes with significant association (p < 0.01). Functional 
annotation revealed enrichment in glycoprotein-related genes 
and those involved in immune response, cell adhesion, and 
metabolism. Twenty-seven candidate genes showed a higher 
mutation burden in cases than controls, with a case-to-con-
trol burden ratio ranging from 1.1 to 5.3. Among them, ENG, 
PTEN, and HLA-DPB1 were implicated in known pathogen-
ic pathways, while novel candidates like CDHR3, CSMD3, 
and PLA2G3 were linked to cell adhesion and inflammation. 
Gene expression analysis revealed relevant tissue-specific 
expression in reproductive organs, supporting their potential 
involvement in disease pathogenesis.

CONCLUSIONS

We identified 27 genes potentially implicated in the dis-
ease’s development, focusing on those involved in immune re-
sponse, inflammation, and tissue remodeling. Notably, genes 
such as ENG, PTEN, and HLA-DPB1 play key roles in cellular 
processes that could contribute to endometrial tissue prolif-
eration, immune dysregulation, and fibrosis, all of which are 
central to endometriosis pathogenesis. Moreover, the discov-
ery of genes like CSMD3, CDHR3, and PLA2G3 highlighted 
the importance of immune regulation and cellular adhesion in 
the progression of endometriosis. Additionally, genes such as 
FMO2, FMO4, SLC2A4, and TET2 suggested that metabolic 
dysfunctions and epigenetic alterations may also play crucial 
roles in disease development. These findings support the no-
tion that endometriosis is driven by a combination of disrupted 
signaling pathways, immune dysfunction, altered metabolism, 
and epigenetic modifications. Ultimately, further research and 
validation of these genetic variants could lead to the identifi-
cation of novel biomarkers and treatment options for endome-
triosis, offering hope for improved patient outcomes.
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INTRODUCTION

Limited evidence is available on the impact of early breast 
cancer (EBC) treatments on body weight. Notably, robust 
data quantifying the magnitude and timing of weight chang-
es during treatment are lacking, and existing findings on the 
association between weight changes and long-term survival 
outcomes are conflicting [1–3]. Since weight changes may 
reflect metabolic shifts [4], influence treatment tolerability [5], 
affect dosing [6], or serve as prognostic markers, our findings 
could help optimizing both therapeutic and supportive care 
strategies.

AIMS

We have two objectives. First, to describe how patients’ 
weight changes during the administration of EBC treatments. 
Second, to explore whether these short-term weight changes 
are associated with long-term survival outcomes.

METHODS

We used data from the GIM-2 trial, a randomized phase 
III trial in patients with EBC, which compared the addition of 
fluorouracil (FEC-P) to standard anthracycline-taxane chemo-
therapy (EC-P), administered either dose-dense (q14) or at 
standard intervals (q21). Body weight was recorded at ran-
domization and at each treatment visits. We used Functional 

Biostatistical Methods ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20 Suppl. 1

© 2025 Carmisciano L. et al..

CORRESPONDING AUTHOR: Carmisciano Luca, luca.carmisciano@hsanmartino.it

(1)  Institute of Economics and L’EmbeDS, Scuola Superiore Sant’Anna, Pisa, Italy
(2)  U.O. Epidemiologia Clinica, IRCSS Ospedale Policlinico San Martino, Genova, Italy
(3)  IBM Research Europe, Dublin, Ireland
(4)  IIT Institute, National Research Council of Italy (CNR), Pisa, Italy
(5)  Department of Medical Oncology, U.O. Clinica di Oncologia Medica, IRCCS Ospedale Policlinico San Martino, Genova, Italy
(6)  Department of Clinical Medicine and Surgery, University of Naples Federico II, Naples, Italy
(7)  Division of Breast Oncology, Istituto Nazionale Tumori, IRCCS, Fondazione G. Pascale, Naples, Italy
(8)  Clinical Trial Unit, Istituto Nazionale Tumori IRCCS “Fondazione G. Pascale”, Naples, Italy
(9)  ASST Mantova, Azienda Ospedaliera Carlo Poma, Mantova, Italy
(10)  Medical Oncology, Ospedale Martini ASL Città di Torino, Torino, Italy
(11)  Medical Oncology Unit, ASL Frosinone, Frosinone, Italy
(12)  Division of Medical Oncology 1, IRCCS Regina Elena National Cancer Institute, Rome, Italy
(13)  Precision Medicine Unit in Senology, Fondazione Policlinico Universitario A. Gemelli IRCCS, Rome, Italy
(14)  Medical Oncology, Fondazione IRCCS Ca’ Granda Ospedale Maggiore Policlinico, Milan, Italy
(15)  Department of Oncology, U.O.C. Oncologia, Azienda Ospedaliera Universitaria, Sassari, Italy
(16)  Department of Medical Oncology, Hospital Businco, Azienda ARNAS Brotzu, Cagliari, Italy
(17)  Department of Medical Oncology, Ospedale Papa Giovanni XXIII, Bergamo, Italy
(18)  Medical Oncology Unit, Grand Metropolitan Hospital “Bianchi-Melacrino-Morelli”, Reggio Calabria, Italy
(19)  Department of Medicine (DMED), University of Udine, Udine, Italy
(20)  Department of Medical Oncology, Centro di Riferimento Oncologico di Aviano (CRO), IRCCS, Aviano, Italy
(21)  Department of Internal Medicine and Medical Specialties (DiMI), School of Medicine, University of Genova, Genova, Italy
(22)  Department of Statistics, Penn State University, USA

Carmisciano Luca(1,2), Boschi Tobia(3), Delmastro Franca(4), Poggio Francesca(5), Giuliano Mario(6), Arpi-
no Grazia(6), De Laurentiis Michele(7), Gravina Adriano(8), Rimanti Anita(9), Turletti Anna(10), Nisticò Ce-
cilia(11), Magnolfi Emanuela(11), Gasparro Simona(12), Fabi Alessandra(13), Garrone Ornella(14), Alicicco 
Maria Grazia(15), Urracci Ylenia(16), Poletti Paola(17), Correale Pierpaolo(18), Puglisi Fabio(19,20), Lambertini 
Matteo(5,21), Molinelli Chiara(5,21), Vandin Andrea(1), Chiaromonte Francesca(1,22), Boni Luca(2), Blondeaux 
Eva(2), Del Mastro Lucia(5,21)

Weight Changes during Early Breast Cancer 
Treatment and their Association with Survival: An 
Exploratory Functional Data Analysis of GIM-2 Trial

DOI: 10.54103/2282-0930/29358

mailto:luca.carmisciano@hsanmartino.it
https://doi.org/10.54103/2282-0930/29358


241

Biostatistical Methods ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20 Suppl. 1

DOI: 10.54103/2282-0930/29358

Data Analysis (FDA) to model individual weight trajectories [7], 
compare them across subgroups [8], and identify groups of pa-
tients with similar trajectories [9]. Two grid search approaches 
were used: (1) to find the parameters that minimized the gen-
eralised cross-validation criterion for curve fitting, and (2) to 
identify the optimal clustering strategy based on the largest 
average silhouette score. Long-term outcomes included overall 
survival (OS), disease-free survival (DFS), and breast cancer–
free interval (BCFI), defined according to the STEEP Criteria 
[10]. Associations between weight changes and outcomes 
were evaluated using landmark analyses, applying either the 
standard Cox Proportional Hazard Model (CPH) or its exten-
sion [11] to handle functional covariates. In both approaches, 
models were adjusted for relevant baseline characteristics.

RESULTS

A total of 17,361 weight measurements were analyzed 
from the 1,978 patients with complete data on treatment ad-
ministration, stage, and grade. By the end of the treatment, 
the average weight change from baseline was +0.5%, with 
13% of patients experiencing weight changes of ±5% or 
more. Older and obese patients tended to lose more weight, 
while tumor characteristics were not associated with weight 
change. Patients on q21 had a modest but significant weight 
gain compared to those on q14 (+0.8%, 95% CI: 0.5–1.2), 
with divergence in mean groups trajectories emerging early 
during treatment (L2N Test statistic = 1.38, p-value < 0.001). 
No statistically significant differences were observed between 
FEC-P and EC-P (L2N Test statistic = 0.01, p-value = 0.76). 
Conventional CPH models suggested a modest OS benefit 
associated with weight gain during treatment (HR per 1% in-
crease=0.97; 95%CI=0.94–1.00; p-value=0.039). Howev-
er, this association was not consistent across all outcomes and 
appeared to conflict with the observed beneficial treatment 
effect of the q14 versus q21. FDA revealed a more nuanced 
picture: the impact of weight gain varied according to its time, 
with mid-treatment gains appearing less favorable. Notably, 
a subgroup of patients—more frequently in the q21 treatment 
group—who experienced weight gain during mid-treatment 
had significantly increased risk of death compared to those 
with stable weight (adjusted HR: 1.58, 95% CI: 1.10–2.27). 
Similarly, patients with mid-treatment weight loss—a pattern 
more common among older and obese patients—had a high-
er risk of adverse outcomes across all endpoints (adjusted HR: 
1.46, 1.38, and 1.47 for OS, DFS, and BCFI, respectively), 
and also received reduced dose intensity across all drugs.

CONCLUSIONS

By overcoming the limitations of traditional analyses 
based on weight changes between two arbitrary fixed time-
points, FDA provided a comprehensive, time-based char-
acterization of weight trajectories. This approach identified 
distinct patient subgroups with similar longitudinal patterns of 
weight change, which were also associated with differences 
in dose intensity and clinical outcomes. These findings support 
the potential of FDA-informed profiling to guide personalized 
management strategies in early breast cancer care.
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Figure 1. Characteristics associated with patients clusters based on weight changes



243

INTRODUCTION

Schizophrenia spectrum disorders (SSD) affect approxi-
mately 1% of the global population [1], leading to significant 
quality-of-life impairments and functional disabilities. Physical 
inactivity is a critical modifiable risk factor in SSD, with me-
ta-analytic evidence showing markedly reduced physical ac-
tivity (PA) levels compared to the general population. While 
PA is a promising intervention to improve both physical and 
mental health outcomes, its real-time interplay with mood in 
SSD remains poorly understood. Despite the potential of Eco-
logical Momentary Assessment (EMA) and accelerometry for 
monitoring mood and activity in natural settings, few studies 
have examined these variables together in SSD populations. 
Most traditional approaches study PA and mood separately, 
overlooking their bidirectional relationship. In this study, we 
address this gap by integrating EMA and accelerometry with-
in a Bayesian framework to examine the dynamic interactions 
between PA and mood in SSD patients, capturing their com-
plex temporal dependencies.

AIMS

This study aims to examine the bidirectional relationship 
between PA and mood in individuals with SSD through the 
use of EMA and accelerometry. By employing a Bayesian 
framework, we aim to model the dynamic interactions be-
tween these variables and investigate potential differences 
between SSD patients and healthy controls. The primary goal 

is to provide empirical evidence supporting the integration of 
PA interventions into the clinical management of SSD.

METHODS

As part of the Italian DiAPAson project, we conducted 
a multicenter cohort study involving 120 patients diagnosed 
with SSD and 113 healthy controls (HC), matched for sex and 
age. Over seven consecutive days, participants underwent 
ecological monitoring that combined smartphone-based 
EMA of emotional states with continuous 24-hour PA track-
ing using the ActiGraph GT9X Link device. The EMA protocol 
included seven daily prompts to assess current mood, calcu-
lated as the difference between self-reported happiness and 
sadness scores.

Our analytical strategy followed a two-step approach. 
First, we employed a generalized linear mixed-effects mod-
el (GLMM) to examine the association between daily mood 
and aggregated daily PA, adjusting for demographic vari-
ables and group membership. This provided insight into be-
tween-subject differences in mood–PA associations at the 
day level. 

Moreover, we investigated the dynamic, within-day 
bidirectional relationship between mood and PA using a 
Bayesian Network approach. For each EMA evaluation, we 
computed the average PA level in the 30 minutes before and 
after the mood rating, allowing us to jointly estimate the pro-
spective influence of PA on mood and the reciprocal effect of 
mood on subsequent PA. The model accounted for first-order 
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Fig. 1: DAG shows the joint effect of PA on each mood evalua-
tion and of mood levels on following PA patterns. For each EMA 
evaluation, the average PA level in the previous 30 minutes was 

estimated

autoregressive effects in both mood and PA time series, and 
controlled for circadian patterns using time-slot indicators. The 
analytical framework was formalized through a DAG (Fig. 
1) and estimated via Monte Carlo Markov Chain (MCMC) 
sampling, enabling robust multilevel inference adapted to our 
high-frequency, hierarchical data structure.

RESULTS

The GLMM confirmed that SSD patients exhibited signif-
icantly lower mood levels compared to healthy controls, but 
revealed no significant association between daily physical 
activity and mood in the overall sample. However, temporal 
factors may play a crucial role, as both PA and mood show 
marked diurnal variations which daily-level analyses may fail 
to capture. Further analysis using a Bayesian multilevel mod-
el provided deeper insights into the bidirectional relationship 
between PA and mood. This model jointly estimated the pro-
spective influence of PA on mood and the reciprocal effect 
of mood on subsequent PA, accounting for time-lag effects, 
autocorrelations, and time slots throughout the day. The pos-
terior distribution for HC predominantly indicated a positive 
relationship, with most values above zero, suggesting consist-
ent evidence for PA leading to mood improvements. For SSD 
patients, the posterior distribution also remained mostly pos-
itive, but with greater variability and uncertainty, indicating 
more individual differences in the effect of PA on mood. These 
findings highlight the more variable and individualized nature 
of the relationship between PA and mood in SSD patients, 
compared to the clearer pattern observed in HC individuals.

CONCLUSIONS

Our findings highlight the potential of PA as a valuable 
addition to psychiatric care for improving outcomes in patients 
with SSD. Although the impact of PA on mood was more var-
iable in SSD compared to healthy controls, the overall trend 
supports the integration of structured PA programs to address 
functional and emotional challenges, improve adherence, 
and enhance long-term benefits. Personalizing PA interven-
tions to individual needs and timing is crucial for maximizing 
therapeutic outcomes. Methodologically, our innovative use 
of Bayesian multilevel modeling represents a methodological 
breakthrough in understanding complex bidirectional rela-
tionships between lifestyle factors and psychological states. 
The framework we present offers a robust statistical founda-
tion for investigating complex temporal dynamics across di-
verse biobehavioral domains, with broad implications for ad-
vancing personalized medicine beyond psychiatric contexts.
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BACKGROUND

The validation of synthetic dermatological images gener-
ated by Generative Adversarial Networks (GANs) [1] is cru-
cial for their integration into clinical and research workflows. 
Despite rapid progress in image synthesis, a standardized 
framework for evaluating the realism and diagnostic utility of 
synthetic skin lesions through expert review is still lacking [2]. 
Existing automated evaluation metrics, while informative, do 
not always align with human perception and diagnostic ex-
pectations. Particularly in medical domains, subtle visual cues 
and contextual interpretation often elude algorithmic assess-
ment [3]. Human evaluations remain the most direct means 
of determining whether synthetic images capture the nuanced 
features necessary for clinical utility. Without structured ex-
pert-based validation, synthetic images may introduce bias 
or mislead models and clinicians, hampering their responsible 
deployment in diagnostic support systems, training datasets, 
or educational tools.

OBJECTIVES

This study aims to conduct an expert-based qualitative 
evaluation of synthetic melanoma images. Specifically, it in-
vestigates the subjective perception of image realism, diag-
nostic quality, and the recognizability of key dermoscopic 
features. By engaging dermatologists in a blinded assessment 
of synthetic and real images, we seek to establish a founda-
tion for systematically validating synthetic dermatological 

data for use in AI development, medical education, and clin-
ical decision support. This work emphasizes the importance 
of subjective expert validation as a complement to technical 
performance metrics in assessing the fidelity of GAN-gener-
ated skin lesion images.

MATERIALS AND METHODS

StyleGAN3-T [4] was trained on a dataset of dermoscop-
ic images of melanoma [5–7] with adaptive discriminator 
augmentation and transfer learning. A total of 25 synthetic 
melanoma images were generated and randomly mixed with 
25 real melanoma images, resulting in a 50-image dataset.  
Seventeen board-certified dermatologists with varying levels 
of experience (low <4 years, medium 5–8 years, high >8 
years) participated in the evaluation.  Participants were blind-
ed to image origin and asked to classify each image as real or 
synthetic. They also assessed the presence of 16 defined der-
moscopic patterns according to standardized definitions and 
rated four dimensions—image quality, skin texture, visual real-
ism, and color realism—on a 7-point Likert scale. Additionally, 
participants reported their confidence in each classification 
decision. Statistical analyses included Chi-square tests for cat-
egorical comparisons, and Fleiss’ Kappa and Krippendorff’s 
Alpha were used to measure inter-rater agreement.
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RESULTS

Real images were consistently rated higher than synthetic 
images across all qualitative dimensions: image quality (high: 
15.8% real vs. 11.3% synthetic), skin texture (high: 22.4% vs. 
13.4%), and visual realism (high: 22.6% vs. 13.2%), all with p < 
0.001. Confidence in evaluations was also significantly great-
er for real images, with high confidence reported in 17.4% of 
real cases compared to 8.7% for synthetic ones (p < 0.001). 
Regarding the recognition of image origin, the overall classifi-
cation accuracy was 64%. Real images were correctly identi-
fied in 73% of cases, while only 56% of synthetic images were 
correctly classified as synthetic. Accuracy increased with ex-
pertise: from 59% in the low-experience group to 71% among 
high-experience dermatologists. Similarly, higher self-report-
ed confidence was associated with improved performance 
(accuracy 74% at high confidence level).

Recognition of specific dermoscopic features showed dif-
ferences between real and synthetic images. The blue-white 
veil was detected in 29.1% of real images compared to 13.8% 
of synthetic ones (p < 0.001), and shiny white streaks in 22.6% 
vs. 7.9% (p < 0.001). Conversely, synthetic images were 
more frequently associated with irregular pigmented blotches 
(45.0% vs. 30.9%, p < 0.001). The multicomponent pattern, 
typically indicative of melanoma complexity, was identified in 
40.6% of real images versus only 23.2% of synthetic ones (p 
< 0.001), suggesting a gap in the synthetic images’ structural 
fidelity (Table 1).

Inter-rater agreement for the classification of real versus 
synthetic images was low, with a Fleiss’ kappa of 0.183. Pat-
tern recognition agreement also remained weak (e.g., kappa 
< 0.3 for most features), underscoring variability in expert in-
terpretations. Further subgroup analyses showed that images 
rated as highly realistic or evaluated with high confidence 
were more likely to be classified correctly, with accuracy ris-
ing to 74% in the highest-confidence subgroup.

CONCLUSIONS

Synthetic melanoma lesions generated using Style-
GAN3-T demonstrate visually convincing features and were 
frequently perceived as real, yet consistently underperformed 
compared to real images in diagnostic quality and structural 
detail. Participants often struggled to distinguish synthetic from 
real lesions, particularly when realism ratings were medium 
to high. Critical diagnostic patterns, such as the blue-white 
veil and shiny white streaks, were significantly underrepre-
sented in synthetic images. These limitations were reflected 
in the lower classification confidence and weaker inter-rater 
agreement.

Despite these challenges, the study highlights the potential 
of synthetic data to approach realism levels sufficient for re-
search and educational use. Qualitative validation by derma-
tologists is essential to benchmark the readiness of synthetic 
images for real-world medical applications. As generative 
models continue to evolve, expert evaluation should remain a 
key component of validation pipelines to ensure clinical and 
pedagogical reliability. 
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Table 1 - Distribution of dermatological patterns identified by edrmatologists during the assessment between real and synthetic. P-values 
reflect the statistical significance of differences between presence of patterns in the two classes. Results are grouped by level of expertise. 

The level of agreement between raters for the two classes is also reported (Fleiss’ Kappa)

Pattern Real  Synthetic p-value Fleiss’ Kappa 
(real)

Fleiss’ Kappa 
(synthetic)

N=340 N=340

Atypical network 241 (70.9)  245 (72.1)   0.799 0.175 0.151

Hypopigmented areas  97 (28.5)   65 (19.1)   0.005 0.205 0.149 

Irregular dots and globules 126 (37.1)   99 (29.1)   0.034 0.198 0.204

Irregular streaks  59 (17.4)   48 (14.1)   0.292 0.149 0.124

Irregular pigmented blotches 105 (30.9)  153 (45.0)  <0.001 0.261 0.34

Blue with veil  99 (29.1)   47 (13.8)  <0.001 0.336 0.34

Blue-grey globules  29 (8.5)  8 (2.4)   0.001 0.053 0.008

Blue-grey peppering  20 (5.9)  4 (1.2)   0.002 0.077 0.020

White scar-like areas  71 (20.9)   39 (11.5)   0.001 0.268  0.236

Shiny white streaks  77 (22.6)   27 (7.9)  <0.001 0.381 0.381

Atypical vascular pattern  20 (5.9)   11 (3.2)   0.141 0.223 0.213

Pink areas  85 (25.0)   58 (17.1)   0.014 0.245  0.189

Reticular pattern  59 (17.4)   63 (18.5)   0.764 0.067 0.014

Globular pattern  16 (4.7)  4 (1.2)   0.013 0.197 0.083

Homogenous pattern  30 (8.8)   29 (8.5)   1.000 0.086 0.039

Multicomponent pattern 138 (40.6)   79 (23.2)  <0.001 0.114 0.087
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INTRODUCTION

Streptococcus pneumoniae is a leading cause of serious 
bacterial infections worldwide, including pneumonia, men-
ingitis, and sepsis, especially in young children. The World 
Health Organization estimates that it is responsible for ap-
proximately 5% of global infant deaths [1]. Pneumococcal 
conjugate vaccines (PCVs) have been developed to protect 
against the most clinically relevant serotypes and introduced 
into infant immunization programs across multiple countries. 
PCV7, targeting seven serotypes, was followed by PCV13, 
extending protection to thirteen. These vaccines have substan-
tially reduced vaccine-type invasive pneumococcal disease 
(VT-IPD). Nevertheless, over 80 additional serotypes remain 
uncovered [2; 3]. In recent years, several settings have report-
ed increases in non-vaccine-type (NVT) IPD, suggesting pos-
sible serotype replacement. In England, this phenomenon has 
been particularly marked, raising concerns about whether the 
population-level benefits of PCVs might be offset. However, 
interpreting post-vaccination trends in IPD is challenging. Ob-
served changes in disease incidence may reflect not only bio-
logical responses to vaccination but also coincident changes 
in surveillance systems, healthcare-seeking behaviour, diag-
nostic practices, or case definitions. Traditional before–after 
comparisons may misattribute such secular trends to vaccine 
effects, especially in ecological designs where randomized 
controls are absent.

OBJECTIVES

We aim to estimate the causal impact of PCV7 and PCV13 
introduction on IPD incidence in England, focusing on both di-
rect reductions in VT-IPD and potential increases in NVT-IPD. 
A key goal is to disentangle true serotype replacement from 
surveillance-driven artifacts by constructing a data-driven 
counterfactual using unaffected pathogens as controls.

METHODS

We analysed monthly national IPD surveillance data in Eng-
land from 2000 to 2018, covering the introduction of PCV7 in 
2006 and PCV13 in 2010. To estimate the impact of vaccination, 
we employed a Bayesian structural time series (BSTS) model [4], 
a causal inference framework designed for population-level in-
terventions without randomized control groups. The model ac-
counts for seasonality, underlying trends, and time-varying con-
founders. To adjust for secular changes unrelated to PCVs, we 
used time series of other bacterial infections (H. influenzae, E. 
coli, S. aureus, P. aeruginosa, and others) as control outcomes. 
These pathogens share similar diagnostic pathways and report-
ing mechanisms but are unaffected by pneumococcal vaccina-
tion. The model included a spike-and-slab prior for Bayesian 
variable selection, allowing only those control series with high 
predictive value in the pre-intervention period to inform post-in-
tervention counterfactuals. This synthetic control design improves 
robustness over simple before–after approaches and helps iso-
late vaccine effects from unrelated system-level changes.

RESULTS

We estimate a 60% overall reduction in IPD incidence fol-
lowing the introduction of PCV7 and PCV13, comparing the 
pre-vaccine (2000–2006) and post-PCV13 (2011–2018) 
periods. The greatest reductions occurred among children 
under five (−73%). Specifically, PCV7-type IPD fell by 92% 
across age groups, and PCV13-type IPD declined by 42% 
following its introduction in 2010. These effects were consist-
ent across subpopulations and robust to alternative model 
specifications. In contrast, NVT-IPD incidence increased by 
36.5% after PCV7 and by 31.8% after PCV13 in raw surveil-
lance data. However, when adjusted for confounding trends 
using control pathogens, the estimated increase in NVT-IPD 
was attenuated to +16% overall, with wide credible intervals 
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and non-significant effects in most age groups. This suggests 
that previous unadjusted analyses may have overestimated 
the magnitude of serotype replacement by not accounting for 
coincident improvements in detection and reporting.

CONCLUSIONS

Our findings demonstrate that PCVs have had a substan-
tial and sustained public health impact, dramatically reducing 
IPD caused by vaccine-covered serotypes. While serotype 
replacement is evident, much of the apparent increase in NVT-
IPD can be explained by concurrent changes in surveillance 
and diagnostic practices rather than biological displacement 
alone. By leveraging control pathogens and a Bayesian syn-
thetic control approach, we provide more credible causal esti-
mates than conventional time series analyses. These results are 
important for public health planning and support continued in-
vestment in pneumococcal immunization, particularly as high-
er-valency PCVs are developed. Future evaluations of vaccine 
impact should incorporate similar causal modelling strategies 
to avoid misinterpretation of surveillance-based trends.
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INTRODUCTION

The microbiota includes the collection of microorganisms 
that colonize our body, playing a pivotal role in maintain-
ing homeostasis and modulating immune responses. An im-
balance in the composition of these microbes is associated 
with various diseases, including oncological conditions [1]. 
From a methodological perspective, several aspects should 
be considered during microbiome analysis, such as the com-
positional nature of the data, its high dimensionality, overdis-
persion, and the prevalence of zero-inflated count data [2]. 
The institutional microbiome project currently active at the Fon-
dazione IRCCS Istituto Nazionale dei Tumori was designed to 
assess the feasibility of investigating the microbiota in different 
tumors settings and biological matrices, with the final aim of 
identifying microbial communities able of distinguishing pa-
tients characterized by worse prognosis from those with less 
aggressive disease. The cancer settings included in the pro-
jects are lung, breast and prostate cancer, as well as pseu-
domyxoma peritonei.

OBJECTIVES

Given the unique characteristics of microbiome data, we 
propose a unified workflow designed for analysing data from 
various cancer settings to ensure consistency and compara-
bility across the different cancer types.

METHODS

Biological samples analysed in this study were dis-
ease-specific and include, tumor tissues and matched nor-
mal counterpart for lung cancer, tumor tissues for breast and 
prostate cancer, matched tumor tissue, feces and mucin for 
pseudomyxoma peritonei. Samples were processed using the 
same standardized analytical pipeline across all pathologies. 

This process includes bacterial DNA extraction, enrichment, 
library preparation and sequencing of the variable regions 
of the bacterial 16S rRNA gene. Microbial communities were 
firstly characterized in terms of alpha- and beta-diversity: the 
first one quantifies the diversity within a given sample in terms 
of richness or eveness [3], whereas second one assesses di-
versity differences between sample-groups. Specifically, for 
alpha-diversity we used a set of different indices: Chao1, 
Hill and Observed for richness, Gini-Simpson and Shannon 
for eveness [3]; for beta-diversity the Principal Coordinate 
Analysis (PCoA) analysis [4,5] was adopted together with 
the PERmutational Multivariate ANalysis of VAriance (PER-
MANOVA) [4] and PERmutational Multivariate analysis of 
DISPersion (PERMDISP) tests [6] by using the Bray-Curtis dis-
tance metrics [5]. Then, the workflow incorporates tests and 
statistical models for both continuous and categorical data 
to identify bacterial taxa that are differentially expressed or 
present in distinct biological matrices or associated with clin-
ical-pathological characteristics investigated in each cancer 
context. Test for paired or unpaired groups comparison were 
included for both continuous and categorical data analysis. 

RESULTS

Using lung cancer as a model setting, matched tumor and 
normal counterpart of 155 lung cancer patients (stage I-III), 
were profiled using 16S rRNA gene sequencing for a total of 
310 observation and 63 identified bacteria taxa (i.e. genus 
level). The analysis revealed distinct microbial compositions, in 
terms of beta-diversity, according to histology. Moreover, by 
modelling the count data and its presence/absence, a specif-
ic subset of bacteria was significantly associated with tumor 
progression and aggressiveness; specific bacteria were also 
found differentially expressed between tissue types (tumor or 
normal counterpart). We are now applying this workflow at 
the other settings, with the final aim of better understanding 
the bacteria that characterize tumor aggressiveness.
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CONCLUSION

The developed workflow allows: (i) the use of a shared 
pre-analytical and analytical workflow of analysis among the 
different tumor settings under investigation, (ii) the character-
ization of the microbial community within/between samples 
and (iii) the evaluation of associations between specific taxa 
bacteria and tumor characteristics. 
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INTRODUCTION

Facioscapulohumeral muscular dystrophy (FSHD) 
(MIM#158900) is one of the most prevalent forms of mus-
cular dystrophy, characterized by progressive skeletal muscle 
weakness, primarily affecting the face, shoulders, and upper 
arms. Its genetic basis is complex and typically involves con-
tractions of the D4Z4 repeat region on the 4q subtelomere, 
even though it might be still incompletely described [1].

As a hereditary disease, an accurate risk assessment is cru-
cial for improving genetic counselling, especially in the context 
of pregnancy planning. However, due to the significant varia-
bility in clinical manifestation and progression and the age-de-
pendent penetrance of the disease, predicting the probability 
and severity of FSHD in newborns poses several challenges 
[2], and no tools are available for clinicians for this purpose. 

OBJECTIVES

The aim of this study was to develop a machine learning 
model aimed at enhancing FSHD disease risk prediction for 
child of D4Z4 alleles of reduced size (DRA) carriers. In par-
ticular, our study focused on designing a predictive tool which 
can estimate the probability of FSHD and the age of disease 
onset in newborns, given the information of parents and other 
family members.

METHODS

This predictive model was estimated on the basis of ge-
netic, clinical and socio-demographic data collected in the 

Italian National Registry for FSHD [3]. Clinical data includes 
presence and severity of FSHD symptoms, measured using the 
FSHD Score [4], and a standardized description of clinical 
phenotypes, obtained through the Comprehensive Clinical 
Evaluation Form (CCEF) [5]. The availability of detailed family 
trees allowed the model to include the information carried by 
each family member, weighted by the degree of kinship with 
respect to subject involved in the genetic counselling.

To be included in this study, each family must be com-
posed by a child, a DRA carrier parent, and may include one 
or more relatives. Families which did not fit in this structure 
were excluded. Since the expected FSHD onset age lies be-
tween 15 and 30 years of age, subject with age at visit less 
than 30 were also exclude, to limit misclassification.

For the development of the predictive model, we relied 
on a stacking approach: 4 base learners (a generalized re-
gression model (GLM), a random forest (RF), a support vector 
machine (DVM) and a Bayesian network (BN)) provided a 
first-level individual prediction. Subsequently, these first-level 
predictions were combined by a random forest meta-learn-
er to obtain the final predictions. Figure 1 outlines the model 
structure.

Leave-One-Out cross-validation was used to train each 
base learner (except BN) and the meta-learner. The parame-
ters and hyperparameters of GLM, RF and SVM were estimat-
ed via grid search within each cross-validation loop, using the 
classification error as performance measure.

The BN learning procedure articulated in two steps: in first 
place, the structure of the network is established by defining 
the causal connections among all features, relying on expert 
knowledge. Then, the probability parameters that describe 
how the variables influence each other are estimated with a 
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Bayesian approach. Non informative prior distributions were 
assumed at each non-deterministic node of the network. Since 
all variables have been previously categorized, each node 
likelihood was a Multinomial distribution, and a Dirichlet prior 
was used [6]. The network was embedded also with a set of 
deterministic nodes, which were introduced to process fami-
ly trees with different structure and depth, and to reduce the 
model complexity.

The prediction accuracy of the model for each outcome 
(occurrence of FSHD and age at onset of first symptoms) was 
estimated using Leave-One-Out cross validation.

Based on the probabilities estimated from the model, the 
child of each family was predicted as with FSHD phenotype 
or as asymptomatic/healthy and assigned to an estimated 
age at onset class (No Onset, ≤22 years, <22 years). Youden 
Index was used to estimate the optimal probability cutoffs.

RESULTS

A total of 293 families were included in the study. Of 
these, 121 families contributed to the estimation of risk of dis-
ease base learners, whereas 104 families contributed to the 
age at onset base learners.

For the evaluation of risk of disease, the model showed an 
area under the ROC curve (AUC) equal to 0.89. With the se-
lected probability cutoff, the sensibility was equal to 0.90 and 
the specificity 0.70. The accuracy was 0.75, with 91 out of 
121 children correctly assigned to their actual clinical status.

For the estimation of age at disease onset, the model 
reached a multi-class AUC equal to 0.88, with an accuracy 
of 0.72 (75 out of 104 children’s age at onset correctly pre-
dicted).

Overall, 70 children (67.3%) were correctly assigned to 
both their actual clinical status and their onset age class.

CONCLUSION

The developed predictive model was able to provide ac-
curate estimates of disease probability in children of patients 
characterised by FSHD symptomatology, even though it was 
not able to discriminate between finer clinical categories. 
These findings further support the hypothesis that additional 
elements, such as other genetic variants and environmental 
factors, must be consider for predictive purposes.

Nevertheless, this model can lead to significant advance-
ments in FSHD genetic counselling and in implementing per-
sonalized medicine practices. Notably, our model is based 
on a very limited number of variables. So, it can be easily 
applied to provide tailored advice for families at risk of FSHD 
in real life scenarios.
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Figure 1. Predictive model structure. Black boxes represent machine learning models, with inputs and 
outputs denoted by incoming and outgoing arrows, respectively. Abbreviations: P(Cat): Probability of 

occurrence of disease; P(Ons): Probability of age at onset; GLM: Generalized linear regression model; 
RF: Random Forest; SVM: Support vector machine; BN: Bayesian network
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INTRODUCTION

Parkinson’s disease (PD) is a progressive neurodegenera-
tive disorder characterized primarily by motor-related symp-
toms as tremor, slowness of movement, rigidity and difficulty 
with balance [1]. 

Although symptoms may vary from person to person, rest-
ing tremor is usually the most common symptom [2]. At the 
onset of the disease, it may be mild and unrecognized, and 
may only be a barely perceptible tremor in a hand, or some-
times in a foot or jaw. It often starts on one side of the body 
and then affects both sides, but usually one side remains the 
more affected than the other. 

A diagnosis of PD is made based on neurological and 
physical examinations. The Movement Disorder Society Uni-
fied Parkinson’s Disease Rating Scale (MDS-UPDRS) [3] is 
the most common clinical scale used to track the longitudinal 
progression of PD. The assessment is based on disease sever-
ity, as determined through interview and clinical observation. 
Therefore, the evaluation may be subjective and affected by 
variability, reflecting the need for more objective measures for 
tremor classification.

Machine learning algorithms have recently been used to 
process data collected by wearable sensors [4].

Aims: Explore the use of an unsupervised learning model 
(k-means) to solve two classification problems: CP1: distinguish 
patients from controls (i.e. tremor vs. non-tremor); CP2: classify 
different tremor severities, where k=n. We also consider a third 
problem, CP3, which aims to distinguish between severe and 
mild tremor (i.e. k = 2), with the aim of simplifying CP2.

METHODS

We used a publicly available dataset accessible via the 
website https://doi.org/10.21227/g2g8-1503 [5]. 

This dataset includes activity, gait, and tremor measures 
from 17 individuals diagnosed with PD and 17 healthy 
control (HC) subjects who were matched for age. These 
measures were collected using five adhesive sensors 
(one on each limb and one on the trunk) which captured 
triaxial accelerometer data during a clinic visit. Annota-
tion files were also collected during this visit, when sub-
jects underwent an evaluation using the MDS-UPDRS. 
We only considered data from sensors placed on the 
upper limbs of people with PD, and we excluded four 
subjects due to missing clinical data. Thus, our popu-
lation included 13 PD patients (mean age ± SD: 66.1 
± 11.8 years; 38.5% female) and 11 HCs (66.0 ± 8.4 
years; 90.1% female). 

Before to apply k-means we performed a data segmenta-
tion process with the aim of extracting time intervals in which 
subjects were seated in a resting state. We used the start and 
end timestamps of the resting periods performed during the 
clinical assessment according to file tasks annotations. Then, 
the extracted segments were concatenated into a single 
string, i.e. a recording instance. We analyzed the tremor-pre-
dominant arm recordings for each PD patient, except for one 
patient for whom we analyzed both arms, for a total of 25 
recording instances. 

We pre-processed the raw accelerometer data perform-
ing the mean-centering and computing modulus. This transfor-
mation was necessary because of the effects of sensor orien-
tation and individual bias. We chose the Euclidean distance 
as the distance metric because of its effectiveness in measur-
ing the similarity of the movement intensities represented by 
the modulus values [6].

To ensure a balanced distribution of tremor events across 
subjects and enhance the sensitivity of the clustering algorithm, 
we only considered signal periods within the 95th percentile 

Biostatistical Methods ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20 Suppl. 1

© 2025 Dattola S. et al..DOI: 10.54103/2282-0930/29367

CORRESPONDING AUTHOR: De Cola Maria Cristina, cristina.decola@gmail.com

(1)  IRCCS Centro Neurolesi Bonino-Pulejo, Via Palermo S.S. 113, C.da Casazza, 98124 Messina

Dattola Serena(1), Ielo Augusto(1), Quartarone Angelo(1), De Cola Maria Cristina(1)

A Study of Tremor Classification in Parkinson’s 
Disease using Unsupervised Learning Methods and 
Wearable Sensor Signal Processing

https://doi.org/10.21227/g2g8-1503%20%5b
https://doi.org/10.54103/2282-0930/29367
mailto:cristina.decola@gmail.com
http://C.da


256

Biostatistical Methods ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20. Suppl. 1

DOI: 10.54103/2282-0930/29367

of movement intensity. We then identified the ‘dominant clus-
ter’ as the cluster label that occurred most frequently in the top 
5% of modulus instances. 

In order to evaluate the accuracy of the K-means algo-
rithm, we compared its assignments with clinician diagnoses. 
Specifically, for CP2, we compared cluster assignments with 
tremor labels assigned by the neurologist according to item 
3.17 of the MDS-UPDRS, which evaluates resting tremor am-
plitude using a scale of 0–4. HCs had an at-rest tremor score 
of 0. Finally, we used a best matching approach to align the 
cluster labels with the clinical labels, selecting the mapping 
that resulted in the highest accuracy percentage among all 
possible permutations.

RESULTS

CP1: the algorithm achieved an accuracy of 76.0%. 
Specifically, most PD patients were correctly assigned to the 
tremor cluster, while the majority of HCs were assigned to the 
non-tremor cluster. CP2: The algorithm achieved an accura-
cy of 57.1%, with significant overlap in cluster assignments. 
CP3: The algorithm achieved an accuracy of 71.4%. Figure 1 
shows the k-means performance in all CPs.

CONCLUSIONS

The results emphasize that raw motion data can provide 
valuable information independently of predefined clinical la-
bels, achieving a high level of accuracy in distinguishing trem-
or states from non-tremor states. Although the results of trem-
or severity classification, especially in multiclass scenarios, 
demonstrate the complexity of subtle tremor differentiation, 
highlighting the importance of improving feature extraction 
to achieve greater accuracy, the usefulness of unsupervised 
learning to enable scalable and objective tremor analysis is 
clear. Integrating such models into wearable systems could 
improve continuous monitoring, enhance rehabilitation strat-
egies, and support standardized clinical assessments. Future 
work should focus on developing advanced algorithms, en-
riched feature sets and larger datasets to enhance the robust-
ness and generalizability of these models.
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INTRODUCTION

The identification of an optimal cut-point for continuous 
biomarkers plays a crucial role in defining patient subgroups 
likely to benefit from specific treatments. While the literature 
has extensively covered prognostic biomarkers, those that 
provide outcome prediction regardless of treatment, the meth-
odological framework for identifying predictive effect, which 
inform treatment effect heterogeneity, is less developed. This 
is primarily due to the added complexity of modelling treat-
ment-biomarker interactions, which poses challenges related 
to statistical power, overfitting, and bias.

OBJECTIVES

This study aimed to compare three statistical methods for 
the identification of predictive cut-points in time-to-event data. 
Our goal was to assess their performance in estimating the 
correct interaction effect and identifying a responder sub-
group, under simulation settings that account for variability in 
treatment efficacy, biomarker predictive effect, and subgroup 
prevalence. 

METHODS

We implemented three approaches: Procedure B of the 
Biomarker-Adaptive Threshold Design (M1), which combines 
test statistics across possible cut-points using a permutation 

test based on likelihood-ratio statistics; the Differential Hazard 
Ratio method (M2), which selects the cut-point with the largest 
difference in HRs across adjacent thresholds; and a Minimum 
P-value method (M3) adapted for interaction terms in the Cox 
model [1,2]. We conducted a simulation study with 1000 
replications from an exponential distribution with an expected 
censoring rate of approximately 40%. Eight main scenarios 
were defined by all possible combinations of two sample siz-
es (n = 300 and n = 500), two treatment effect sizes (HR = 
1 or 0.5), two interaction effect sizes (HR = 1 or 0.5), and a 
biomarker prognostic effect set to HR = 0.6. In addition, we 
included two extra scenarios calibrated to achieve 80% pow-
er: one based on the interaction effect test (β for treatment-bi-
omarker interaction) and one on the subgroup effect test (β 
within responders). In each replication, the true cut-point was 
randomly drawn from the biomarker distribution between the 
20th and 80th percentiles. For each method, we evaluated 
statistical power, cut-point estimation bias, subgroup and 
predictive coefficient estimation bias, and type I error. A sig-
nificance level of 0.05 was used for all three methods. The 
procedures were also evaluated on a real case on a prostate 
cancer clinical trial conducted by the Second Veterans Ad-
ministration Cooperative Urologic Research Group [3].

RESULTS

M1 consistently demonstrated robust performance, with 
type I error close to the nominal level (S2, 5.6%) and minimal 
bias in cut-point estimation (S1, ĉ: 0.005±0.06). It maintained 
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good power even when the subgroup size was small. M2 
showed unstable cut-point estimates (S1, ĉ: 0.055±0.42) and 
high variability in interaction estimates (S1, β̂₃: 0.463±1.46), 
yielding a very low power (S1, 16.2%). While the M3 
achieved the highest power in some scenarios (S1, 82.1%), 
it exhibited significant type I error inflation (S2, 50.1%) and 
substantial bias due to multiple testing without correction (S1, 
β̂₃: 0.401±1.730). In small subgroups, all methods experi-
enced reduced performance, but M1 remained the most sta-
ble. On the prostate cancer dataset, M1 identified a plausible 
treatment-responsive subgroup, while the other two methods 
produced conflicting or less reliable results.

CONCLUSIONS

Our results highlight the need for robust methods in pre-
dictive cut-point estimation. M1 showed the best balance be-
tween error control and accuracy. In contrast, M2 and M3 
may lead to overfitting, unstable estimates, and inflated first 
error rates. Future research should extend these comparisons 
to more complex models including multivariate biomarkers.

Table 1. Empirical power, type-I error and parameter estimation bias from 
setting scenarios in using the three compared methods

Scenarios 
(N,exp(β1), exp(β3))

Empirical power / Type-I 
error a ĉb (SD) β̂₃ (SD) γĉ̂  (SD)

M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3

S1
(300, 1.0, 0.5)

0.636 0.162 0.821
0.005 
(0.06)

0.055 
(0.42)

0.003 
(0.24)

0.463 
(1.46)

-
0.401 
(1.730)

-
0.167 
(0.26)

0.385 
(1.30)

-
0.356 
(2.33)

S2
(300, 1.0, 1.0)

0.056 0.084 0.501
0.030 
(0.15)

0.045 
(0.37)

0.010 
(0.37)

0.003 
(1.19)

-
0.040 
(1.77)

-
0.419 
(2.98)

-
0.009 
(1.12)

-
0.077 
(2.55)

S3
(300, 0.5, 0.5)

0.998 0.144 0.737
-
0.001 
(0.09)

0.041 
(0.41)

0.021 
(0.28)

0.632 
(2.47)

-
0.955 
(3.74)

-
0.825 
(1.02)

-
0.161 
(2.42)

-
2.065 
(5.02)

S4
(300, 0.5, 1.0)

0.918 0.062 0.476
-
0.003 
(0.19)

-
0.005 
(0.36)

-
0.005 
(0.36)

-
0.033 
(1.93)

-
0.275 
(2.97)

-
0.818 
(1.07)

-
0.559 
(1.68)

-
1.165 
(3.91)

S5
(500, 1.0, 0.5)

0.853 0.331 0.932
-
0.000 
(0.03)

0.100 
(0.43)

-
0.005 
(0.19)

0.392 
(0.60)

-
0.226 
(0.84)

-
0.072 
(0.19)

-
0.259 
(0.55)

-
0.159 
(1.02)

S6
(500, 1.0, 1.0)

0.057 0.158 0.504
0.006 
(0.12)

0.075 
(0.44)

0.009 
(0.37)

0.023 
(0.70)

0.020 
(0.93)

0.077 
(0.39)

-
0.014 
(0.38)

0.022 
(0.85)

S7
(500, 0.5, 0.5)

1.000 0.178 0.881
0.000 
(0.05)

0.062 
(0.43)

0.019 
(0.22)

0.486 
(1.50)

-
0.461 
(2.07)

-
0.707 
(0.26)

-
0.378 
(1.42)

-
1.272 
(3.02)

S8
(500, 0.5, 1.0)

0.998 0.093 0.509
-
0.001 
(0.12)

0.020 
(0.40)

0.002 
(0.37)

0.063 
(0.82)

0.015 
(1.45)

-
0.705 
(0.26)

-
0.533 
(0.78)

-
0.790 
(1.84)

S9
(264, 1.0, 0.5)

0.616 0.189 0.812
0.006 
(0.06)

0.074 
(0.36)

0.017 
(0.22)

0.630 
(1.88)

-
0.394 
(2.21)

-
0.228 
(0.88)

0.556 
(1.67)

-
0.374 
(2.85)

S10
(481, 1.0, 0.5)

0.838 0.305 0.920
0.003 
(0.03)

0.082 
(0.43)

-
0.011 
(0.18)

-
0.292 
(0.57)

-
0.910 
(0.83)

-
0.774 
(0.20)

-
0.423 
(0.49)

-
0.853 
(1.19)

ᵇ ᵇ

0.8 Power target for test on γc
0.8 Power target for test on β3
aDepending on the scenario, the Empirical power/Type-I error column shows the power (when H0 is true) as non-underlined values and the type-I error ​​
(when H1 is true) as underlined values
bRepresents the empirical bias, mean and (SD)
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INTRODUCTION

Non-optimal air temperature has been associated with 
an increased mortality [1]. The relationship is usually inverse 
J-shaped, with higher risk at more extreme temperatures [2]. 
Nonetheless, estimates of excess mortality due to non-opti-
mal temperature exhibit marked geographical heterogeneity 
[3]. This variability depends on a range of individual- and 
area-level determinants, including socioeconomic, demo-
graphic, and environmental factors [4]. Characterizing such 
variability is crucial to trace differences in health impacts and 
identify hotspot areas [5]. Limitations in this research area in-
clude the availability of relevant data and their spatial and 
temporal resolution as well as study design and statistical 
methods [6]. Previous studies investigating the association 
between air temperature and mortality risk have mainly re-
lied on aggregated data at a broad spatial scale [7-9]. The 
growing availability of environmental high-resolution data 
(i.e., small-area level) together with advancements in record 
linkage procedures and computation capability enables the 
investigation of health risks at a finer spatial level [10].

The case time series (CTS) design, originally developed 
for spatial analysis, has been recently adapted to handle spa-
tio-temporal data collected longitudinally [11, 12]. The CTS 
method allows the analysis of high-resolution data to identify 
small-scale risk patterns across the whole geographical do-
main [13].

OBJECTIVES

We investigated the association between non-optimal air 
temperature and all-cause mortality across Italian municipali-
ties, using high-resolution satellite data.

METHODS

We conducted a CTS analysis using an adaptation of the 
two-stage design to model country-wide small-area data. 
We collected time series daily data on all-cause mortality 
and temperature for 7895 Italian municipalities between Jan 
1, 2011, and Aug 31, 2024. Deaths were provided by the Ital-
ian National Institute of Statistics. Daily mean temperatures on 
a 1x1 km grid across Italy were extracted from Copernicus 
Satellite Data. We derived the corresponding municipal-spe-
cific daily temperature series by computing the area-weight-
ed average of the temperatures of all grid cells intersecting 
the municipal boundaries, with weights proportional to the 
intersection areas. We also collected several municipal-area 
variables that are potentially linked with differential vulner-
ability to extreme temperatures. These variables comprised 
demographic (e.g., proportion of population aged 65+ years 
and population density), socioeconomic (e.g., income, em-
ployment, education, motorization and recycling), landscape 
(altitude, surface imperviousness degree, normalized differ-
ence vegetation index, land cover), and climatological (av-
erage annual range of temperature) characteristics. We ag-
gregated municipal-area variables at the province level using 
population-weighted averages. A principal component (PC) 
analysis was conducted, and the extracted PCs were used as 
composite indicators of temperature vulnerability to assess 
geographical risk differences.

We estimated the association between non-optimal air 
temperature and all-cause mortality across municipal areas 
using a two-stage analysis followed by a downscaling proce-
dure. In the first stage, we applied the CTS design, modeling 
municipal-specific series within each province through a con-
ditional Poisson regression. Four distinct models were fitted 
for the following age groups: 0-64, 65-75, 75-84, and 85+ 
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years. First-stage models included terms to flexibly control for 
long-term and seasonal trends at both municipal and province 
levels, and indicators for day of week. Temperature-mortality 
associations were modelled through a distributed lag non-lin-
ear model (lag window: 0-21 days), a technique to estimate 
complex non-linear and lagged dependencies [14]. In the 
second stage, we cumulated the risk over the lag dimension 
to obtain the overall temperature-mortality association. Then, 
we pooled the estimated coefficients for each age group and 
each province using a multivariate repeated-measure me-
ta-regression. The second-stage model included age and the 
PCs as meta-predictors to explain variations across provinces.

As a final step, we used the meta-analytical model to 
downscale risks at municipal-area level. We derived the mini-
mum mortality temperature (MMT) and the MMT-related per-
centile (MMP) from municipal-specific temperature-mortality 
curves. We summarized the risk for heat and cold by comput-
ing relative risks (RR) and related 95% confidence intervals 
(CI) at, respectively, the 99th and 1st temperature percentile 
versus the MMP. We derived a measure of effect of heat and 
cold by estimating the age-specific excess mortality attribut-
able to non-optimal temperature as well as the standardized 
rate of excess all-cause mortality and related 95% CI using 
Monte Carlo simulations.

RESULTS

In Italy, 8938346 deaths occurred in the study period, ap-
proximately 653900 per year. Non-optimal temperature was 
associated with an annual mean excess of deaths of 9502 
(95% CI: 7791-10881) and 85535 (95% CI: 75602-94814) 
each year in Italy attributable to heat and cold, respectively 
(Table 1). The corresponding standardized excess all-cause 
mortality rates (deaths per 100,000 person-years) were 12.3 
(95% CI: 11.1-13.1) for heat and 110.9 (95% CI: 104.1-117.2) 
for cold. With regards of Italian regions, we observed slightly 
higher heat-related standardized excess all-cause mortality 
rates in the Southern.

CONCLUSIONS

We provide a comprehensive assessment of excess mor-
tality related to non-optimal temperature in Italy, accounting 
for several determinants of temperature vulnerability. This 
work also provides a detailed risk map that could be useful 
for designing effective climate and public health policies at 
both local and national levels.
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Table 1. Annual excess deaths and standardized excess all-cause mortality rate and corresponding 95% confidence interval attributable to non-optimal 
temperature by Italian regions in the period Jan 1, 2011 – Aug 31, 2024

Region
Annual excess deaths (95% CI) Standardized excess all-cause

mortality rate (95% CI)a

Cold Heat Cold Heat

Piemonte 6790 (6062-7514) 562 (483-636) 107.8 (98.5-116.9) 8.7 (7.8-9.5)

Valle d’Aosta 194 (142-244) 26 (4-44) 115.1 (82.6-145.3) 18.2 (2.6-30.6)

Lombardia 15321 (13204-17084) 971 (636-1110) 121.3 (105.4-133.3) 7.5 (5.4-8.3)

Trentino-Alto Adige 1438 (1252-1614) 76 (41-104) 112.0 (99.0-123.9) 6.1 (3.7-8.0)

Veneto 6644 (6018-7271) 582 (496-662) 105.3 (98.1-112.6) 9.1 (8.0-10.0)

Friuli-Venezia Giulia 1903 (1645-2138) 210 (162-251) 105.1 (92.1-116.0) 11.6 (9.0-13.6)

Liguria 2455 (1938-2941) 353 (247-445) 91.5 (72.4-109.2) 13.3 (9.4-16.6)

Emilia-Romagna 6350 (5635-7062) 555 (458-646) 99.0 (89.3-108.1) 8.3 (7.1-9.4)

Toscana 5299 (4726-5873) 691 (586-781) 95.0 (86.5-102.4) 12.2 (10.5-13.6)

Umbria 1242 (1121-1366) 141 (122-161) 91.4 (85.0-98.8) 10.1 (9.0-11.1)

Marche 2143 (1928-2352) 264 (222-304) 93.0 (85.4-100.1) 11.2 (9.7-12.6)

Lazio 7183 (6314-7960) 978 (852-1096) 102.6 (93.8-109.7) 13.8 (12.6-15.1)

Abruzzo 1935 (1782-2086) 231 (203-257) 106.5 (101.0-111.8) 12.5 (11.5-13.6)

Molise 493 (447-538) 73 (65-82) 109.6 (101.2-117.0) 16.3 (14.8-17.8)

Campania 7581 (6580-8496) 1096 (890-1287) 134.8 (119.6-149.1) 19.4 (16.2-22.4)

Puglia 5093 (4604-5575) 848 (736-942) 106.7 (98.5-115.1) 17.9 (16.2-19.4)

Basilicata 827 (750-904) 132 (117-146) 110.0 (101.4-117.8) 17.5 (16.0-19.0)

Calabria 2762 (2519-3007) 369 (322-413) 119.2 (111.3-127.3) 16.0 (14.5-17.5)

Sicilia 7545 (6873-8186) 1074 (929-1198) 133.4 (124.4-142.7) 19.1 (16.9-20.7)

Sardegna 2337 (2062-2603) 270 (220-316) 112.5 (101.0-123.4) 13.1 (11.1-14.8)

Italy 85535 (75602-94814) 9502 (7791-10881) 110.9 (104.1-117.2) 12.3 (11.1-13.1)

aDeaths per 100000 person-years
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INTRODUCTION 

The sample size estimation at study design depends on in-
itial assumptions regarding the target power, treatment effect, 
accrual/follow-up duration and the underlying exponential 
distribution for time-to-event outcomes. However, observed 
data often deviate from these assumptions and the study may 
not progress as planned. Obtaining an updated sample size 
estimation after study initiation represents a valuable resource 
for monitoring, statistics and ethical considerations.

OBJECTIVES 

We introduce a methodological framework for sample 
size reestimation at interim stages of clinical trials with time-
to-event endpoints using conditional power (CP) and model 
selection procedures. We developed an R function to com-
pute the updated sample size and to recalibrate the type I 
error rate, based on the number of events required to achieve 
the target CP and the number of events observed at interim.

METHODS 

The input data include design-stage parameters (type I 
error rate, hazard ratio, follow-up duration, target number of 
events and power), subject-level information (identifier, treat-
ment arm, enrollment date, event status, event date, date of 
last observation), and user-defined updates (extended accru-
al and/or follow-up). Subjects are categorized by their fol-
low-up status: lost to follow-up, event-free at the interim stage, 
or having experienced the event of interest. Time-to-event is 
computed in days for each subject and four parametric mod-
els (exponential, Weibull, log-normal and log-logistic) are fit-
ted for each treatment group and compared using the Akaike 

Information Criterion (AIC) to identify the optimal arm-specif-
ic fits. Following the standardization of the chi-square statistic 
from the log-rank test, the interim CP is computed with Jenni-
son and Turnbull’s equation [1]. The lower boundary of the 
interim CP acceptance region is derived using the Broberg‘s 
methodology [2]. If the observed CP is below this boundary, 
the function flags potential study futility and no sample size is 
updated. In the event the interim CP is greater than or equal 
to the target CP, the function confirms that the study is pro-
gressing as planned and the sample size remains unchanged. 
When the interim CP falls within the region, the required num-
ber of events to achieve the target CP is computed using the 
Newton–Raphson algorithm, the updated sample size is esti-
mated via a generalized Schoenfeld formula based on Lachin 
and Foulkes’ framework and the type I error rate recalibration 
is performed using the technique proposed by Uemura, Mat-
suyama and Ohashi [3] [4] [5]. 

RESULTS 

We applied our method at an interim stage of a phase III 
trial that evaluates the superiority in terms of Progression Free 
Survival (PFS) of an experimental treatment versus the control 
in metastatic colorectal cancer subjects. Starting from a haz-
ard ratio of 0.58, a one-sided type I error of 5%, one-year 
follow-up and a planned enrollment of 140 subjects to ob-
serve 106 PFS events with a 80% target power, we updated 
the sample size and recalibrated the type I error assuming one 
additional year of accrual. At the interim analysis (three years 
after trial initiation), 18 PFS events and 44 enrolled subjects 
corresponded to an interim CP of 50.9%. For the experimental 
group, the exponential distribution provided the optimal fit for 
the time-to-event data, whereas the log-normal was identified 
as the best model for the control group. To achieve the target 
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CP of 80%, the function increased the sample size to 269 sub-
jects to observe 154 events. Consequently, the recalibrated 
one-sided type I error rate decreased to 3.1%, consistent with 
the slow accrual and low event rates observed at interim.

CONCLUSIONS 

This method enhances the clinical trials management 
effectively by providing the updated sample size at interim 
stages of clinical trials in a timely and methodologically sound 
manner. This function supports the operational and statistical 
aspects of clinical trials, contributing to their overall success.
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INTRODUCTION

A key methodological challenge in epidemiological stud-
ies using a cluster analysis approach is the choice of an ap-
propriate set of controls. This challenge becomes particularly 
complex when cases are geo-referenced and the outcome is 
rare. In fact, in such situations, controls need to be sampled 
from a comprehensive primary base, where population is 
defined both geographically and temporally. Furthermore, if 
cases are geo-referenced, the controls need to be geo-ref-
erenced too. However, selecting and geo-referencing such 
controls can be highly resource-intensive, both in terms of time 
and cost. 

OBJECTIVE

Thus, the main objective of our study is to use publicly 
available data and established geo-statistical techniques to 
simulate a geo-referenced population (GRP). This simulated 
geo-referenced population will be then used as the primary 
basis for the extraction of controls in a cluster analysis that 
will focus on childhood leukaemia incident cases in Germany.

METHODS 

For the period 2000-2020, we used population counts of 
persons aged 0 to 14 years from the WorldPop’s (WP) project 
at the University of Southampton and available in 100×100m 

grid cells [1]. The WP project employs a top-down modelling 
approach and uses different types of variables (rural settle-
ments, industrial areas, schools, etc.) to estimate age-specific 
(0, 1–4, 5–9, 10-14 years) and sex-specific counts of per-
sons in a grid [2,3,4]. The observed population figures (RP) 
at the municipality level were provided by the German Child-
hood Cancer Registry and were used as constraint values. To 
simulate a georeferenced population, the WP was used as 
a probability distribution function for sampling, with replace-
ment, a number of cells equal to the RP. Afterwards, a uni-
form distribution was applied to randomly sample inside each 
picked cell a number of points (coordinates) equal to the times 
the cell was extracted.

Here are shown results for three years: 2004, 2011 and 
2019 and three simulated GRPs. Whereby the three simu-
lations refer to the geographical level used to constrain the 
simulated population to the real population, i.e. the overall 
Childhood German population (S1), the childhood popula-
tion at the state level (Bundesland) (S2), and the population 
at province level (Landkreis). For evaluation purposes, the 
percentage differences between the SP and the RP for all 
German municipalities were computed and summarized as 
the median and interquartile range (IQR). In addition, the root 
mean squared error (RMSE) was calculated.

RESULTS

In Germany, the number of children between 0 and 14 
years old was 12,045,019 in 2004, 10,832,081 in 2011, and 
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11,396,196 in 2019. The WP estimations for the same years 
were 12,178,611, 10,886,770, and 10,457,921, respective-
ly. When using the overall childhood population of Germany 
as the constrain for the simulation (S1), in 2004 we observe 
an overestimation of the population in the eastern Germany 
and an underestimation elsewhere (Figure 1; a) (median per-
centage difference =-7.1; IQR: -13.3 – 7.8); RMSE of 17.8. 
Percentage differences decreases in the third simulation (S3: 
median= -3.5; IQR: -12.2 – 5.1; a RMSE=6.5). Simulations 
for 2011 show, in general, better results with S3 as best per-
formance (median=-1.2; IQR: -10.1 – 7.3; RMSE 4.4). Gen-
erally, results observed in 2019 are similar to those observed 
in 2011. 

CONCLUSIONS

Despite being computationally the most time-consuming, 
S3 shows the best performances in terms of narrower inter-
quartile ranges and a more centered distribution. Thus, the 
simulated georeferenced population obtained using the RP at 
the province level as the constrain can be considered the op-
timal one. Further investigations are needed to shed light   on 
the geographical differences observed in 2004. 

The inconsistencies between the WP and the RP must be 
considered as a limitation when interpreting our results. How-
ever, this is an innovative method which allows the future use 
of the overall georeferenced population or a selection of it for 
cluster analyses. 

The application of this method to each year of interest and 
the cluster analysis itself are pending.
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Figure 1. Percentage difference between the Population given by the regis-
try and the GRP S1, GRP S2 and GRP S3 in 2004 (a, b and c), in 2011 (d, e 

and f) and in 2019 (g, h and i).
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INTRODUCTION 

Colon cancer surgery is a complex and essential proce-
dure in the treatment of this disease, requiring advanced med-
ical infrastructure and highly specialized personnel to ensure 
optimal patient outcomes [1,2]. The geographic distribution 
of healthcare resources shapes accessibility to critical inter-
ventions such as colon cancer surgery, and greater distance 
from treatment centers has been associated with more ad-
vanced stage at diagnosis and higher mortality among pa-
tients with this carcinoma [3,4,5]. Furthermore, hospital- and 
provider-related factors—such as high procedure volumes 
and greater specialization—also influence patient outcomes 
[1,2,6,7]. All of these factors can affect patients’ decisions to 
travel for care. In Italy, the uneven distribution and variable 
quality of centers performing colon cancer surgery may im-
pact equity in service delivery. Analyzing disparities in access 
to care is crucial for understanding how regional variations 
in infrastructure and service quality influence patient mobility 
[8].

OBJECTIVES 

To assess the impact of hospital care quality and distance 
from healthcare facilities (both hospitals and specialist outpa-
tient oncology centers) on patient healthcare travel among 
those undergoing colon cancer surgery, and to identify any 
territorial inequalities in access to services.

METHODS

This study examines the interaction between geographic 
accessibility and hospital quality in shaping patient health-
care travel for colon cancer surgeries across Italy, using maps 
to visually represent spatial dynamics of access to care and 
quality [9]. Two primary distance metrics were calculated: 
the actual travel time from each patient’s municipality of res-
idence to the hospital where surgery was performed, and 
the potential travel time from each municipality to the nearest 
capable facility. These metrics quantify the geographic im-
pedance patients face when seeking specialized oncologi-
cal surgery. Geographic coordinates of all Italian hospitals 
and municipal centers were used, and car travel times were 
computed via the OpenStreetMap Routing Machine [10] and 
the R statistical software. To gauge the phenomenon at the 
health district level, we computed both a “healthcare escape 
index” (indicating the propensity to travel outside one’s area 
for care) and an “outpatient oncology service supply index” 
(for chemo- and radiotherapy services) [8,11].

The cohort was identified through the National Repository 
of Hospital Discharge Records (SDO), linked to the Tax Reg-
istry Information System for vital status and follow-up data, 
and includes all patients aged 15–100 years, resident in Italy, 
diagnosed with colon cancer and undergoing elective partial 
or total colectomy in any public or accredited private hospital 
from 1 January 2015 to 30 November 2023 [12].

Facility-level quality indicators were integrated into the 
analysis according to the National Outcomes Program (PNE) 
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classification framework, with particular focus on the Treem-
ap tool’s classification for colon cancer surgery quality, which 
employs the 30-day postoperative mortality indicator under 
a predefined protocol [13].

RESULTS

To capture geographic disparities at a finer granularity 
than prior Italian healthcare travel studies (which were limited 
to regional or ASL levels), we performed detailed mapping at 
the level of individual ASL health districts. In addition to care 
quality, we examined the healthcare escape index—measur-
ing the tendency to seek care outside one’s area relative to lo-
cal health needs. We also developed a local outpatient care 
network indicator, based on the distribution of chemo- and 
radiotherapy centers and their distance from patient residenc-
es, to assess the effectiveness of the territorial oncology out-
patient network, given that these treatments form an integral 
part of the oncological care pathway alongside surgery. Both 
indicators provided a more granular understanding of how 
the oncology care network and patient care travel dynamics 
operate across the territory. 

CONCLUSIONS 

This study explores the complex relationship between 
geographic accessibility to healthcare services, the quality 
of those services, and patient healthcare travel, focusing on 
colon cancer surgery across Italy. We map the distribution of 
surgical centers and the broader network of linked outpatient 
oncology services, offering a detailed visual representation 
of the national geographic landscape of care provision and 
its association with patient healthcare travel. The findings can 
serve as a key tool to identify determinants leading patients to 
forego local healthcare services.
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INTRODUCTION

Dietary patterns (DPs) are combinations of dietary compo-
nents intended to summarize key aspects of diet, while taking 
advantage of synergies between single components. A poste-
riori DPs are defined from the application of multivariate statis-
tics, including principal component and factor analyses. New 
statistical methods like multi-study factor analysis have been 
recently used to distinguish subpopulation-specific DPs (i.e., 
study/country-specific features within an international consor-
tium or subpopulation-specific features within a single study), 
as well as those shared among all groups in a population [1].

The Hispanic Community Health Study/Study of Latinos 
(HCHS/SOL), the most extensive and ongoing communi-
ty-based cohort of Hispanic/Latino adults from 4 US sites to 
date, provides a unique opportunity to identify shared and 
subpopulation-specific a posteriori DPs.

AIMS

The present work aims to: 1. identify shared and ethnic 
background-site (EBS)-specific (nutrient-based) DPs within 

the HCHS/SOL study and 2. characterize the identified DPs 
in terms of food-group consumption, an overall measure of 
diet quality, socio-demographic and lifestyle characteristics.

METHODS

THE HCHS/SOL

The HCHS/SOL is a population-based cohort study de-
signed to identify disease prevalence rates and risk factors 
of Hispanic/Latino populations residing within 4 urban US 
communities (Bronx, Chicago, Miami, and San Diego) and 
representing individuals with 7 ethnicity backgrounds (Cu-
ban, Dominican, Mexican, Puerto Rican, Central and South 
American, and mixed). Participants were selected using a 
probability sampling design [2].

Dietary habits at baseline (16,415 subjects from 2008 to 
2011) were assessed using two 24-hr recalls, the first conduct-
ed in person and the second via telephone <=30 days after. 
The Nutrition Data System for Research software allowed for 
nutrient intake estimation [3]. 
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SELECTION OF SUBJECTS AND VARIABLES

We excluded Hispanics and Latinos from other/mixed 
backgrounds, with unreliable dietary recalls, or providing ex-
treme energy intake. We also excluded subpopulations <200 
participants after previous exclusions. This gave a final sam-
ple size of 15,021 participants.

We selected 42 nutrients that well represent the overall 
diet for Hispanics/Latinos. For each participant, nutrient in-
takes were derived from either one available reliable recall or 
the mean of the two available reliable recalls.

STATISTICAL ANALYSIS

Bayesian multi-study factor analysis (BMSFA) was carried 
out on the correlation matrices of the log-transformed nutri-
ent intakes. The total number of factors to retain was select-
ed using the spectral decomposition of the factors. After the 
singular value decomposition method used in the BMSFA for 
identifiability, the varimax rotation was applied to the shared 
factor-loading matrix to achieve a better-defined loading 
structure [4]. Characterization of DPs against selected food 
groups, a measure of diet quality, selected socio-demo-
graphic and lifestyle factors was based on survey-weighted 
regression models. Calculations were carried out using the R 
software [5].

RESULTS

The selected model included 4 shared (62.5% total var-
iance explained) and 12 EBS-specific DPs (variance around 
10%), one for each of the 12 EBS combinations (Figure 1). 
Among shared DPs, the first, named Plant-based foods, 
loaded highly on vegetable protein, several minerals, vitamin 
B1, niacin, natural folate, soluble and insoluble fiber, the sec-
ond, named Dairy products, loaded highly on short- and 
medium-chain saturated fatty acids and calcium, vitamins B2, 
B12, D, and retinol; the third shared factor, named Seafood, 
loaded highly on EPA, DPA, and DHA and the fourth, named 
Processed foods, loaded highly on several fats, including 
long-chain saturated and monounsaturated fatty acids, lin-
oleic and linolenic acids, total trans fatty acids, and natural al-
pha-tocopherol. Most EBS-specific DPs were further grouped 
into overarching profiles: Animal vs. vegetable source, Ani-
mal source only, and Poultry vs. dairy products, to capture 
nuances within animal-based DPs. Puerto Rican background 
participants from Chicago expressed a strikingly different DP.

When interpreted in terms of food groups, the identified 
DPs confirmed the names based on nutrients. Higher over-
all diet quality was observed with increasing categories of 
Plant-based foods, Seafood, and the “Puerto Rican 
background–Chicago” EBS-specific DP, whereas increasing 
categories of Dairy products, Processed foods, and the 
remaining EBS-specific DPs were related to lower diet quality. 
Compared to non-US-born participants, US-born individuals 
exhibited lower adherence to the Plant-based foods and 
Dairy products DPs but higher adherence to Processed 
foods, Seafood, and 6 EBS-specific DPs.

CONCLUSIONS

In its first application in nutritional epidemiology, BMSFA 
succeeded in simultaneously estimating well-interpretable 
shared and EBS-specific DPs within 12 combinations of back-
ground and site.
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Figure 1. Heatmap of the estimated factor loadings for the shared (left) and background/site-specific (right) dietary patterns. 
Hispanic Community Health Study/Study of Latinos – baseline examination (2008-2011). Abbreviations: BMSFA: Bayesian 
multi-study factor analysis; BX: Bronx; CA: Central American; Cu: Cuban; CHI: Chicago; D: Dominican; DHA: docosahexae-
noic acid; DPA: docosapentaenoic acid; EPA: eicosapentaenoic acid; M: Mexican; MCSFA: medium-chain saturated fatty 
acids; LCMFA: long-chain monounsaturated fatty acids; LCSFA: long-chain saturated fatty acids; MIA: Miami; PR: Puerto 

Rican; SA: South American; SCSFA: short-chain saturated fatty acids; SD: San Diego
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INTRODUCTION

Addressing the shortage of healthcare workers requires a 
clear understanding of the factors associated with nurses’ in-
tention to leave their current hospital (ITL1), or more critically, 
to leave the healthcare profession altogether (ITL2). Univari-
ate models, which analyze these outcomes separately, often 
fail to account for their dependence, resulting in reduced esti-
mation precision and a higher risk of Type II errors. Modelling 
their joint behavior is essential to improve estimation efficien-
cy and reduce false negatives. Moreover, explicitly capturing 
the association structure enables the identification of discord-
ant profiles, such as individuals intending to leave the hospital 
but not the profession, or vice versa.

OBJECTIVES

This paper investigates the determinants of nurses’ inten-
tion to leave the hospital and the profession using a bivariate 
additive ordered logit model, emphasizing its ability to model 
complex dependence structures in ordinal categorical data. 
The analysis is implemented using the new R package pblm.

METHODS

The data derive from the METEOR [1] cross-sectional 
survey conducted in 2022 in eight hospitals across Belgium, 
the Netherlands, Italy, and Poland. The METEOR Turnover In-
tention questionnaire (MTI), administered to nurses in these 
hospitals, was based on the Job Demands–Resources (JD-R) 
model. It included validated instruments measuring job satis-
faction, work engagement, burnout, and turnover intentions 

(ITL1 and ITL2), both assessed on five-level Likert scales, 
along with individual and hospital-level covariates.

A previous analysis [2] addressed these outcomes sepa-
rately. In contrast, this study applies a bivariate additive or-
dered logit model [3] with an association structure governed 
by a penalty term [4], which constrains the association inter-
cepts (log-global odds ratios, log-gOR) to follow a data-driv-
en polynomial structure. P-splines are used to model non-line-
ar effects of age in both marginal and association equations. 
The model is fitted using the R package pblm, soon to be re-
leased on CRAN.

RESULTS

The survey collected 1350 complete responses. In the 
marginal model for ITL1, significant factors included younger 
age (gOR = 0.95, p < 0.001), having experienced bullying 
(gOR = 1.31, p = 0.040), emotional exhaustion (gOR = 2.24, 
p < 0.001), low opportunities for professional development 
(gOR = 1.80, p = 0.022), low support from supervisors (gOR 
= 2.10, p < 0.001), low work prospects (gOR = 2.20, p < 
0.001), poor physical working conditions (gOR = 1.30, p = 
0.038), underuse of professional abilities (gOR = 1.64, p = 
0.001), and low salary (gOR = 1.50, p < 0.001). The Neth-
erlands showed the highest country effect (gOR = 1.84, p 
< 0.001), while Italy showed the lowest (gOR = 0.55, p = 
0.005).

In the marginal model for ITL2, significant factors included 
younger age (gOR = 0.96, p < 0.001), experiences of bully-
ing (gOR = 1.31, p = 0.043), emotional exhaustion (gOR = 
2.16, p < 0.001), depersonalization (gOR = 2.24, p < 0.001), 
work-life conflict (gOR = 1.56, p < 0.001), low professional 
development (gOR = 1.76, p = 0.026), low supervisor support 
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(gOR = 1.56, p = 0.012), low work prospects (gOR = 1.86, p 
< 0.001), poor physical working conditions (gOR = 1.48, p = 
0.002), underuse of professional abilities (gOR = 1.38, p = 
0.030), low salary (gOR = 1.62, p < 0.001), and low overall 
job satisfaction (gOR = 1.56, p = 0.020). Again, the Nether-
lands exhibited the strongest country effect (gOR = 1.46, p = 
0.001), while Italy the weakest (gOR = 0.28, p < 0.001).

Regarding the association between ITL1 and ITL2, the 
strength of association increased significantly with age (rela-
tive gOR = 1.046, p < 0.001) and high working pace (relative 
gOR = 1.622, p < 0.001). Conversely, the association de-
creased significantly in the presence of health problems (rel-
ative gOR = 0.60, p = 0.021), low work prospects (relative 
gOR = 0.35, p < 0.002), underuse of professional abilities 
(relative gOR = 0.52, p = 0.025), and when working in the 
Netherlands (relative gOR = 0.50, p = 0.004).

Figure 1 displays the observed and predicted log-gOR 
structures, along with the partial effects of age (centered at 
22 years) estimated using P-splines. These indicate a non-lin-
ear increasing effect of age in both marginal and association 
equations.

CONCLUSIONS

The use of a bivariate additive ordered logit model al-
lowed for the identification of a wider set of significant predic-
tors for nurses’ intention to leave the hospital or the profession, 
compared to previous univariate analyses [2]. Specifically, 
five additional factors were identified for ITL1 (bullying, low 
professional development, low supervisor support, poor 
physical conditions, and low salary) and six for ITL2 (bullying, 
high working pace, work-life conflict, low supervisor support, 
poor physical conditions, and salary).

These findings offer more comprehensive insights into the 
drivers of nurses’ turnover intentions and may support the de-
velopment of more targeted retention strategies. Furthermore, 
the association model highlighted the presence of discordant 
profiles—nurses whose characteristics are associated with 
a weaker connection between ITL1 and ITL2. These insights 
may guide the design of future surveys or the refinement of 
questionnaire items. For instance, among more experienced 
nurses, the intention to leave the hospital and the profession 
may reflect a single underlying construct, whereas among 
younger nurses these outcomes appear more distinct.
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Figure 1. Top panels: observed (left) and predicted (right) association structure of log global odds ratios. Bottom panels, from left to right: 
partial effects of age (centered at 22 years), modeled using P-splines, for intention to leave the hospital (marginal 1), intention to leave the 

profession (marginal 2), and their association on the log scale
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INTRODUCTION

MicroRNAs (miRNAs) are small non-coding RNAs that 
regulate gene expression post-transcriptionally and are in-
fluenced by various metabolic and environmental factors[1]. 
The functional exposome concept can be seen as a new strat-
egy to study the effect of the environment on health and is 
increasingly studied to understand its role in Multiple Sclerosis 
(MS) development[2]: it describes the harmful biochemical 
and metabolic changes (internal exposome) that occur in our 
body due to the totality of different environmental exposures 
throughout the life course, ultimately leading to adverse health 
effects and premature deaths. 

OBJECTIVE

Variations in circulating miRNAs, as biomarkers of inflam-
mation and oxidative stress, may identify subgroups of MS 
patients at risk. Cluster and study the characteristics of those 
groups and prospect different pattern of miRNAs, that may 
reflect distinct health status.   

METHODS

A cohort of 139 people with Multiple Sclerosis (pwMS) 
was evaluated with detailed external exposome and lifestyle 
(air quality, urbanization, nutritional and occupational status) 
and internal exposome data (microbiome, oxidative stress 
and inflammation biomarkers). 

Differential expression levels of five circulating miRNAs 
(miR-30, miR-146, miR-330, miR-574, and miR-664) have 
been measured and normalized with respect to an endoge-
nous control in all blood samples, for each miRNA; they were 
obtained from a reduced subset of participants (sample sizes 
ranging from 15 to 25 subjects per miRNA). 

Principal Component Analysis (PCA)[3] was used to re-
duce dimensionality of datasets and identify key patterns 
among the external exposome and lifestyle data. The first two 
principal components, which account for the most significant 
portion of variance, were selected based on parallel analy-
sis of eigenvalues. Elbow Method was used to validate the 
optimal number of cluster and K-means clustering was then 
performed using these components.
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To assess the miRNA expression differences among clus-
ter membership, we performed Levene’s test for homogeneity 
of variance followed by Kruskal–Wallis non-parametric tests. 
When appropriate, Dunn’s test with Bonferroni correction was 
used for post hoc comparisons.

RESULTS

PCA identified two meaningful components that captured 
the primary axes of variation in lifestyle and nutritional pro-
files (Figure 1A). PC1 was primarily characterized by nega-
tive loadings on EDSS while the PC2 by positive; regarding 
anthropometric variables (e.g., BMI, waist-related measures) 
both PCs are characterized by negative loadings. Whereas 
PC2 is correlated negatively with quality of life (MSQOL-29 
both physical and mental) in contrast, PC1 showed a positive 
contribution of those variables.

Based on the Elbow Method, three clusters were identified 
as optimal. K-means clustering was then applied to the first two 
PCA-derived components, resulting in the classification illus-
trated in Figure 1B. Three distinct clusters emerged: Cluster 1 
(blue), positioned predominantly in the upper-left quadrant, 
Cluster 2 (yellow), mainly located on the right-hand side of the 
plot, and Cluster 3 (grey), concentrated in the lower-left area. 
These clusters differ along both PC1 and PC2 axes, suggesting 
heterogeneity in the underlying data structure. The clustering 
indicates that individuals were grouped based on shared pat-
terns in anthropometric, clinical, and lifestyle variables.

No statistically significant differences in expression were 
found for any of the five miRNAs across clusters. Levene’s tests 
confirmed the homogeneity of variances in all comparisons 
(p > 0.1) and, since miRNA levels were not normally distribut-
ed, the Kruskal–Wallis test was used. Kruskal–Wallis tests for 
miR-30, miR-146, miR-330, miR-574, and miR-664 all yield-
ed non-significant p-values.

CONCLUSIONS

PCA and clustering analysis should be considered as val-
uable tools to summarize complex lifestyle variables and ex-
plore their interrelationships in MS research. This exploratory 
analysis using unsupervised clustering of exposome-lifestyle 
data did not reveal significant associations with expression 
of selected circulating miRNAs in pwMS, but further compre-
hensive miRNA profiling on the full sample is warranted to 
validate the negative results obtained or change the proof of 
concept. 

REFERENCES

1.  Y. Gao, D. Han, e J. Feng, «MicroRNA in multiple sclero-
sis», Clin. Chim. Acta, vol. 516, pp. 92–99, mag. 2021, 
doi: 10.1016/j.cca.2021.01.020.

2.  M. C. Monti et al., «Exposome, oxidative stress and in-
flammation in multiple sclerosis: the EXPOSITION study 
protocol», Eur. J. Public Health, vol. 34, fasc. Suppl 3, 
p. ckae144.1431, ott. 2024, doi: 10.1093/eurpub/
ckae144.1431.

3.  A. Simanjuntak e M. S. Hasibuan, «Application of PCA 
and K-Means Clustering Methods to Identify Diabetes 
Mellitus Patient Groups Based on Risk Factors», Prisma 
Sains J. Pengkaj. Ilmu Dan Pembelajaran Mat. Dan IPA 
IKIP Mataram, vol. 11, fasc. 4, p. 1002, ott. 2023, doi: 
10.33394/j-ps.v11i4.9263.

  

 

   



277

INTRODUCTION

Extremely rare events can challenge traditional classifi-
cation models, which may exhibit reduced power in highly 
unbalanced datasets (i.e., when two or more target groups 
are unevenly represented). Moreover, this effect seems to be 
accentuated by the reduction of the sample size. Some of 
the easiest and intuitive methods proposed to handle unbal-
anced datasets, while still using a classical statistical models, 
are random under- or oversampling or hybrid methods[1]. 
Alternatively, other approaches have been proposed with 
different strategies, such as ensemble models (e.g. AdaBoost, 
XGBoost), or novelty detection models[2].

In medicine, this kind of scenario can occur when ana-
lysing catheter related/associated blood stream infections 
(CRBSI/CABSI), whose incidence usually remains <1/1000 
catheter days[3], but could be higher in very frail patients[4]. 
Catheter insertion has a potential risk of complications and 
longer hospitalization: the use of decision-making algorithms 
is of great importance in order to avoid complications for 
these patients[5].

OBJECTIVES

The main purpose of our study is to adopt a novel anom-
aly detection model focused on binary/categorical covari-
ates to predict risk of CRBSI/CABSI occurrence at baseline. 
To reach this result, we use a combined approach: features 
reduction, novelty detection algorithm and importance grid 
for model explainability.

METHODS

Data from hospital patients who received a vascular ac-
cess device (VAD) placements at the University Hospital Luigi 
Sacco in Milan between January 2021 and January 2025 
were analysed. All patients underwent central or peripheral 
catheterization in a non-ICU department. Parameters were 
collected at catheter insertion: age, sex, any major comor-
bidities, active intravenous drug usage, parenteral nutrition, 
regimen of hospitalization, transfer from the ICU, type of cath-
eter, number of lumens, tunnel, exit site and number of place-
ment attempts. All continuous variables were discretized into 
categorical format, yielding  29 Boolean and 2 categorical 
features. 

Biostatistical Methods ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20 Suppl. 1

© 2025 Fassio F., Leoni J. et al..DOI: 10.54103/2282-0930/29381

CORRESPONDING AUTHOR: Fassio Federico, federico.fassio01@universitadipavia.it

(1)  Department of Public Health, Experimental and Forensic Medicine, Section of Biostatistics and Clinical Epidemiology, University of 
Pavia, Pavia, Italy
(2)  Department of Electronics, Information and Bioengineering (DEIB) Politecnico di Milano, Milan, Italy
(3)  Department of Infectious Diseases, Unit II, L. Sacco Hospital, ASST Fatebenefratelli Sacco, Milan, Italy
(4)  National PhD Programme in One Health Approaches to Infectious Diseases and Life Science Research, Department of Public Health, 
Experimental and Forensic Medicine, University of Pavia, 27100 Pavia, Italy
(5)  Division of Internal Medicine, Luigi Sacco Hospital, University of Milan, Milan, Italy
(6)  Department of Biomedical and Clinical Sciences, University of Milan, Milan, Italy
(7)  Department of Electrical Engineering, University of Technology, Eindhoven, Netherlands

 these Authors contributed equally to this work

Federico Fassio(1), Jessica Leoni(2), Rebecca Fattore(3), Giovanni Scaglione(3), Giovanni De Capitani(3), Fa-
bio Borgonovo(3), Claudia Conflitti(4), Daniele Zizzo(3), Antonio Gidaro(5), Maria Calloni(5), Francesco Ca-
sella(5), Chiara Cogliati(5), Andrea Gori(3,6), Antonella Foschi(3), Marta Colaneri(3,6), Valentina Breschi(7)

A Novel One-Class Classification Framework for 
Highly Imbalanced Binary Outcomes: the OC-Cat 
Approach 

https://doi.org/10.54103/2282-0930/29381
mailto:federico.fassio01@universitadipavia.it


278

Biostatistical Methods ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20. Suppl. 1

DOI: 10.54103/2282-0930/29381

The designed framework (OC-Cat) combines:
1.  a graph-search-based feature selection method;
2.  a one-class soft classifier designed (based on 

characterization of patients who didn’t incurred in cath-
eter infection);

3.  a feature ranking that clarifies the classifier’s deci-
sions by ordering features based on their unique role in 
identifying uninfected patients. 
In details:

1.  we assess the redundancy of each pair of features 
using the excess over independence metric[6]. Then, we 
design a undirected connected graph where each node 
represents a feature, and the edge weights reflect the ex-
cess over independence between feature pairs. From each 
node, we apply the Bellman-Ford algorithm[7] to find the 
shortest closed path. Among all paths, we select the one 
that best represents the original data based on the Bayesi-
an Information Criterion (BIC). The features included in this 
optimal path constitute the final selected feature set;

2.  to design the soft-classifier, we rely on the assump-
tion that a higher occurrence of a specific feature combi-
nation in majority class records (uninfected) implies that 
each new instance with those values is less likely to be in-
fected. The learning phase consists of estimating the prob-
ability for a majority-class record occurring, given the 
distribution of uninfected patients. The prediction phase, 
instead, consists of estimated the majority-class proba-
bility for a new record (based on its i th attribute combi-
nation) using a weighted inverse Hamming distance [8]. 
The weight increases with the record’s frequency among 
uninfected patients;

3.  accordingly, the method ranks features based on a 
tailored definition of importance, stating that a feature - or 
a features set - is more important if it consistently exhib-
its the same value in majority-class data. To achieve this, 
we build a tree where nodes represent subsets of features, 
and each step measures the contribution of each new 
feature in reducing the majority-class data entropy. Last, 
once exploring all feature combinations and identifying 
the path with minimal entropy, the algorithm reports the 
features ranking as the order in which features appear 
along the path: from the root (most important) to the leaf 
(least important). 
To evaluate the framework performance in terms of one-

class classification, we compared OC-Cat probability distri-
bution with that obtained from Isolation Forest (iForest) and 
One-Class Support Vector Machine (OCSVM). For the anal-
ysis, dataset was split into training and test set (August 2023 
as threshold: ~75% vs 25%).

RESULTS

Data from 2836 hospitalized patients with VADs were re-
trieved. After keeping only the first VAD placement for each 
patients, we considered 2275 subjects (1222 women and 
1053 men between 18 to 101 years) Among them, 148 be-
come infected: 62 patients developed a CRBSI, 80 a CABSI 
and 3 both. In the first step, our approach retained 16 out of 
29 variables, which were then inserted in the novel model in 

the second step. Figure 1 displays the risk factor index dis-
tributions for the training and test sets of our model, iForest, 
and OCSVM, along with their respective ROC curves. Lastly, 
catheter insertion site (upper vs lower limb vs neck), biological 
sex, hypertension, Charlson Comorbidity index, neurological 
disease and diabetes resulted the first most characterizing 
feature. 

CONCLUSION

Our model introduces a novel, integrated approach for 
both characterizing and forecasting outcomes under severe 
imbalance in the target variable. It outperformed the iForest 
and OCSVM models applied to categorical and Boolean 
variables in a specific clinical contest. We are currently con-
ducting further analysis and refinements to optimize perfor-
mance on both our internal and external datasets, enhancing 
the model’s generalization.
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Figure 1. Risk distributions for the two patient classes (top of the figure): patients who didn’t experience a CRBSI/CABSI infection during 
the follow-up period (green boxplot) vs patients who experienced a catheter infection (red boxplot). The distributions were calculated 
separately for the training set (left) and the test set (right). The same analyses, using the selected covariates, were conducted with two 
other models: Isolation Forest (iForest) and One-Class Support Vector Machine (OCSVM). In the lower part of the figure, the Receiver 

Operating Characteristic (ROC) curves for the three models are shown, separately for the training set (left) and the test set (right)
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INTRODUCTION

The identification of drug combinations is critical to pre-
vent adverse events, such as bleeding, often associated with 
the concomitant use of different active ingredients. Analysis 
of interactions using graphs is a useful tool for intuitively and 
quantitatively representing drug-drug relationships in re-
al-world clinical settings.

OBJECTIVES

This study aimed to estimate the prevalence of potential-
ly clinically important drug-drug interactions (DDIs) and the 
average causal effect of DDI exposure on hospitalization for 
bleeding related to adverse drug reactions (ADRs). In addi-
tion, identify the type of DDI that could lead to bleeding and 
the most common co-prescribed therapies responsible for 
ADRs through a network analysis approach. 

METHODS

We performed a retrospective cohort single-center 
study including all consecutive patients admitted to the In-
ternal Medicine Units of the Niguarda Hospital in Milan for 
bleeding-related complications from 1 January 2015 to 31 
December 2018. Clinical characteristics, comorbidities, and 
pharmacological treatments were collected for each patient. 
Medication exposure was defined as the therapy assumed 
by the patient at the moment of admission. Polytherapy was 
defined by concomitant chronic use of ≥5 drugs. DDIs were 
identified using the LexiDrug database. Network analysis was 
applied to go to identify drug-drug interaction. Networks are 
a widely used tool for describing and analyzing complex 
systems, such as biological systems, in which relationships 
between entities-such as molecules, genes or drugs-play a 
central role [1,2,3]. In the biomedical context, graphs make 

it possible to visualize and study molecular interactions, such 
as those between proteins, genes, or drugs. A graph is a 
structure composed of a set of nodes (also called vertices) 
and a set of arcs (or edges) connecting pairs of nodes. Each 
arc can be characterized by a weight, which represents the 
strength or frequency of the interaction. This approach allows 
highlighting which drug combinations are most common in the 
analyzed dataset. There are several types of graphs, but in 
this analysis we focus on an undirected, weighted graph. This 
type of representation is particularly suitable when the rela-
tionship between two elements is bidirectional or symmetric, 
as is the case when two drugs are simply taken together by a 
patient, without implying a direction of effect [1]. One of the 
main questions that network analysis seeks to address con-
cerns the identification of the most relevant or central nodes. A 
frequently used metric for this purpose is the degree of a node, 
which represents the number of connections (i.e., that the num-
ber of arcs) it has with other nodes in the network. Nodes with 
a high degree can be considered potential hubs, that is, cen-
tral elements that contribute to the connectivity and robustness 
of the network. Analyses were conducted in R, using packag-
es for data manipulation, graphs and visualization.

RESULTS

Overall, 604 patients, 242 women, and 363 men, were 
admitted for bleeding: 215 clinically relevant non-major bleed-
ing, 389 major bleeding. Among major bleeding 209 in >80 
elderly, 62 in patients between 75-80, 67 between 65-75, 
and 51 in under 65 patients. Patients using more than 2 drugs 
were included and they were 87.15% in case of major bleeding 
and 84.65 with minor bleeding. The most used drugs are pro-
ton pump inhibitors, followed by platelet aggregation inhibitors 
excl heparin, and beta-blocking agents. The dataset contains 
392 ddis associated with the risk of bleeding. These associations 
represent specific combinations of drugs that could be linked to 
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bleeding incidents, highlighting the importance of monitoring 
these combinations in clinical settings. The post frequent ddi as-
sociated with bleeding are co-somministrations of cns depres-
sants and agents with antiplatelet properties, but also vitamin 
k antagonists with omeprazole/ pantoprazole, corticosteroids 
(systemic) / salicylates, aspirin / selective serotonin reuptake 
inhibitors, enoxaparin / agents with antiplatelet properties. 

A drug x drug adjacency matrix was then constructed, in 
which each cell represents the absolute frequency with which 
two drugs were taken in combination by at least one patient. 
An undirected graph was derived from this matrix, in which the 
nodes represent the drugs and the arcs represent the observed 
interactions, with weight proportional to frequency. The degree 
of each node (number of interactions) was calculated and then 
the top 10% of the most connected nodes were selected to 
construct a filtered graph. A highly connected node appears 
frequently in combination with other active ingredients, while a 
less connected node is present in only a few associations. The 
degree of a node corresponds to the number of connections 
it has with other nodes. In addition, the weight of the arcs is 
proportional to the number of patients sharing the same drug 
combination: a thicker arc indicates a recurrent combination, 
while thinner arcs signal less frequent combinations.

The dataset included 604 patients, with 348 total drugs 
and 2542 interactions. Limiting the analysis to bleeding-as-
sociated interactions, the number of drugs considered drops 
to 121, with 392 interactions. In this subgraph, warfarin 
emerges as the most connected node (rank = 46), followed 
by amiodarone, clopidogrel, enoxaparin sodium, and acetyl-
salicylic acid. The most frequent interaction is warfarin - ome-
prazole (17 times). The filtered graph, showing only the 10% 
most connected drugs in the bleeding risk subgroup, is shown 
in Figure 1, where the intensity of the arc reflects the frequency 
of the observed interaction.

 
Figure 1. Graph of drug interactions associated with bleeding (10% most 

connected nodes).

CONCLUSIONS

Potentially clinically important DDIs carry an increased 
average causal effect on ADR-related admission. Especially 
by exposure to DDIs that increase bleeding risk, which should 
be targeted for medicine optimization. The analysis highlight-
ed key drugs in the network of interactions, particularly war-
farin, which confirms its clinical relevance as a critical node in 
high-risk bleeding settings. This approach is a valuable tool 
for surveillance of drug interactions and can support clinical 
decisions, especially in polytreatment settings.
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BACKGROUND 

Preterm birth (<37 weeks gestation) is the leading cause of 
death in children under the age of 5 worldwide, accounting 
for 900k neonatal deaths a year [1]. Preterm birth rates vary 
widely within and between countries (4-16%) [2], with envi-
ronmental causes of yet unclear aetiology suspected to be the 
main drivers [3, 4, 5]. Emerging evidence points to physical 
environmental factors—such as extreme weather and expo-
sure to air, water, and soil pollutants—that may influence ma-
ternal biology, including the microbiome and inflammatory 
responses, through pathways like infection and nutrition [6]. 
However, numerous concurrent environmental factors present 
a challenge for robust inference analysis resulting into weak 
causal evidence. 

OBJECTIVE 

This study presents a general method for identifying break-
points in time series data to help isolate the impact of envi-
ronmental interventions on health outcomes, illustrated with 
preterm births in Lombardy.

METHODS 

Preterm births were derived from a cohort of nearly 1M 
pregnancies among 750K women in Lombardy (2012–
2023) from linked administrative health data. Monthly and 
weekly rates of spontaneous singleton births (22–37 weeks) 
were compiled across 12 provinces and stratified by maternal 
age (≥35), education, country of origin, and offspring sex. 
A Bayesian interrupted time series model was used to detect 
breakpoints—defined as immediate or sustained changes in 
baseline or slope. A Cauchy prior was applied to shrink the 
number of potential breakpoints to those with meaningful ef-

fects. The model incorporated seasonality to improve validity 
and provided uncertainty estimates for all parameters, ena-
bling trend and seasonal pattern extraction. This approach 
was validated through a case study examining the impact of 
smoking bans in Italy on hospital admissions for cardiovascu-
lar events, where the breakpoints were already known.

RESULTS 

In Lombardy, nearly 42k (6.3%) children were born pre-
term between 2012-2023 including 32k (4.8%) due to spon-
taneous labour. Time series analysis shows a 5.3-4.0% de-
clining trend in spontaneous preterm birth rates. The seasonal 
component shows the expected biannual peaks in summer 
and winter, corroborating literature results from other coun-
tries. The trends and seasonality patterns are mostly consist-
ent across provinces and socio-demographic risk factors. The 
model identified 5-10 break-points where an environmental 
policy might have unintended consequences on preterm birth 
rates (Fig 1).

CONCLUSION 

The Bayesian breakpoint method proved effective in iden-
tifying significant changes in the time series. Summer and win-
ter have emerged as high-risk seasons for spontaneous pre-
term birth over the last 12 years in Lombardy. Future work will 
explore potential causal drivers by incorporating control time 
series, detailed characterization of relevant policy changes 
and concurrent events, and triangulating findings with prior 
evidence to strengthen causal inference.
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INTRODUCTION

Olink® proteomics platforms offer a powerful tool for 
high-throughput biomarker discovery through multiplexed 
protein quantification. Their application in cardiovascular 
research provides novel opportunities to identify predictive 
biomarkers, but the complexity and dimensionality of the re-
sulting Omics data require tailored statistical methodologies 
for robust analysis and interpretation. 

OBJECTIVES

This study aimed to compare multiple statistical techniques 
to analyze Olink data from coronary artery disease patients, 
with the goal of identifying plasma biomarkers associated 
with cardiovascular mortality.

METHODS	

We analyzed 69 plasma samples from patients with cor-
onary artery disease, of whom 17 (24.6%) experienced car-
diovascular mortality. Protein expression was assessed using 
four Olink Target 96 panels (cardiometabolic, cardiovascular 
II and III, inflammation), yielding 333 Normalized Protein 
eXpression (NPX) values. A multi-method analytical pipeline 
was employed, including univariate t-tests, principal compo-
nent analysis (PCA), Gene Set Enrichment Analysis (GSEA), 
heatmap visualization, Boruta feature selection, and multivar-
iate logistic regression with stepwise variable selection. Anal-
yses were conducted using SAS v9.4 and R v4.3.1, including 
the OlinkAnalyze R package [1].

RESULTS

Initial univariate analyses did not identify statistically sig-
nificant differences between outcome groups after multiple 
testing correction. Volcano plots of adjusted p-values con-
firmed this lack of significance. PCA revealed low explanatory 
power of the first two components, suggesting limited separa-
tion between cases and controls based on the protein profiles. 
GSEA and heatmap analyses failed to detect any significant 
enrichment patterns. In contrast, the Boruta algorithm identi-
fied several relevant features, which were further evaluated 
in a multivariate logistic regression model. Stepwise selection 
based on unadjusted p-values led to the development of a 
predictive model with good performance (AUC = 0.89, 95% 
CI: 0.81–0.97). Clinical collaboration played a key role in 
contextualizing these findings.

CONCLUSIONS

This study highlights the importance of integrating diverse 
statistical methodologies for the analysis of high-dimensional 
Olink proteomics data. While no single approach yielded de-
finitive results, the combination of techniques allowed for the 
identification of promising biomarkers and construction of a 
performant predictive model. However, the small sample size 
remains a major limitation, affecting the robustness and repro-
ducibility of the findings. Future research should explore the 
integration of synthetic data generation techniques to simulate 
larger datasets. This could enhance the stability of statistical 
inferences and allow more confident identification of clinical-
ly relevant biomarkers in small-scale Omics studies.
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INTRODUCTION

Deep neural networks (DNNs) have shown strong perfor-
mance in diagnostic classification of raw electrocardiogram 
(ECG) signals. However, their clinical utility remains limited 
due to the scarcity of large annotated datasets and the inher-
ent lack of interpretability. Variational autoencoders (VAEs), 
a class of unsupervised deep learning models based on en-
coder–decoder convolutional neural networks, can address 
these challenges by compressing input signal into a lower-di-
mensional latent space, obtaining latent representations that 
preserve key information and that can be explored using ex-
plainability techniques.

In this study, we investigate the application of this ap-
proach to the detection of transthyretin cardiac amyloido-
sis (CA)—a progressive and often underdiagnosed disease 
caused by the deposition of misfolded amyloid proteins in 
the myocardium, leading to substantial morbidity and mor-
tality. Clinical suspicion typically arises from ta combination 
of specialized examinations, often beginning with the ECG, 
but a definitive diagnosis requires bone tracer scintigraphy. 
Notably, only a subset of individuals with suspected CA are 
ultimately confirmed to have the disease.

AIMS

Among cardiology patients with suspected CA, we aimed 
to develop a diagnostic model using a two-step approach:  
first, by compressing ECG signals into a reduced set of inde-
pendent and explanatory generative factors using a VAE; and 
second, by applying an interpretable classification algorithms 
to predict the presence of CA.

METHODS

In this retrospective cross-sectional study, we included pa-
tients referred to the Trieste Cardiovascular Department with 
clinical suspicion of CA who subsequently underwent bone 
tracer scintigraphy to confirm the diagnosis. For each patient, 
the ECG closest in time to the scintigraphy was selected for 
analysis. All ECGs were exported from the Mortara system 
in raw voltage format. From these, 1.2-second median beats 
were extracted and reformatted into the MUSE ECG format 
required by the variational autoencoder (VAE) model devel-
oped by van de Leur et al. that was trained on 1.1 million 
ECGs [1].

The VAE compressed each ECG waveform into 21 latent 
variables (ECG factors), which were initially assessed for uni-
variate associations with CA status. These factors were then 
used as input features in a multivariable classification mod-
el. The dataset was randomly split into training and test sets. 
A LASSO (least absolute shrinkage and selection operator) 
logistic regression model was trained using various combina-
tions of input variables. The optimal regularization parameter 
(lambda) was selected via 10-fold cross-validation using the 
glmnet package in R. Model performance in terms of discrim-
ination and calibration was evaluated in the holdout test set.

RESULTS

A total of 370 individuals were included in the study, of 
whom 119 (32%) were diagnosed with CA. The median age 
was 79 (IQR=[72, 83]), and 142 (28%) were females. In uni-
variate analysis, 3 ECG factors showed significant associa-
tion with CA status: F11 (OR=66 per 1 SD increase, 95% CI 
[0.51, 0.83]), previously linked to subtle QRS- and T-wave 
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changes; F25 (OR=1.63, [1.28, 2.09]), linked to longer QRS 
duration; and F30 (OR=0.71, [0.56, 0.89]), linked to longer 
QT-interval.  

Compared to a simple model based on sex and age that 
show an ROC-AUC of 0.67 (95% CI [0.56, 0.77]), the model 
including all ECG factors as predictor led to an ROC-AUC of 
0.69 (95% CI [0.59, 0.79]). The full model combining sex, 
age and ECG factors reached an ROC-AUC of 0.70 (95% CI 
[0.60, 0.80]). Calibration metrics for models including ECG 
factors were acceptable, with calibration slopes between 
0.77 and 1.07 and intercepts ranging from 0.08 to 0.31.

CONCLUSIONS

These findings highlight the potential of VAE models to lev-
erage representations learned from large-scale datasets and 
apply them to smaller, specialized diagnostic tasks such as 
the detection of CA. Although the discriminatory performance 
observed in this study was modest, the model’s interpretability 
offers valuable insights into ECG patterns associated with CA, 
which may guide and inform future research into its underly-
ing electrophysiological characteristics.
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INTRODUCTION

Gram-negative bacteria are the first cause of commu-
nity bacteremia and the second cause of nosocomial bac-
teremia with increasing incidence, relevant morbidity and 
mortality. The current lack of international guidelines and/
or evidence-based care bundles focused on Gram-negative 
bloodstream infection (GN-BSI) led to challenging manage-
ment. 

OBJECTIVES

Our aim was to verify whether implementing a bundle 
in the management of GN-BSI which comprised follow-up 
blood culture (FUBC), diagnosis imaging (DI) and source 
control (SC), optimized antibiotic administration (OAA) and 
shortened treatment duration for uncomplicated BSIs reduced 
mortality after a GN-BSI event. 

METHODS

The study population included patients with monomicro-
bial GN-BSI aged ≥18 years enrolled at IRCCS Azienda 
Ospedaliero-Universitaria di Bologna. From January 2017 
to December 2019 patients were administered standard clin-
ical practice (pre-phase); from January 2022 to December 
2023 (post-phase) all patients with monomicrobial GN-BSI 
were managed according to the predefined bundle designed 
to provide a structured, standardized approach to GN-BSI 
management, aimed to reduce mortality and improve patient 
outcomes. To verify the objective of the study a path model 
was developed, in which the indicator of the study phase was 
the exposure of interest, 30-day all-cause mortality was the 
dependent variable and the indicators of FUBC, DI, OAA and 

SC were set as mediators. FUBC, DI and OAA were posited 
as first-level mediators and SC as a subsequent mediator, be-
cause the decision to undertake FUBC, DI and OAA stems 
from the patients’ diagnosis, while SC can be undertaken 
according to FUBC and DI results. Treatment duration was 
not included in the model because it could be either cause 
or effect of mortality. The phase indicator was hypothesized 
as influencing all mediators and the outcome. Several clinical 
characteristics along with age and gender were included as 
exogenous variables. From an initial theoretical model, a final 
model was obtained by discarding non-significant paths and 
adding paths suggested by modification indices and deemed 
clinically relevant. Finally, a comparison with other modelling 
techniques was carried out to verify whether the path model 
actually added critical information and fitted best to the data.

RESULTS

Overall 3,355 patients were included, 2,092 were man-
aged in the pre-phase and 1,263 with the bundle. Median 
age was similar (70.4 ± 16.4 vs. 71.2 ± 16.2 years), as the 
proportion of male patients (55.4% vs. 58.3%). No signifi-
cant differences were observed in SOFA score, immuno-
suppression, septic shock incidence, rates of uncomplicated 
BSI, while the Charlson Comorbidity Index (CCI) was slightly 
lower in the post-phase (5.57 ± 2.74 vs. 5.79 ± 3.04; p = 
0.011). In post-phase patients the BSI acquisition site showed 
fewer nosocomial or healthcare-associated cases (64.9% vs. 
68.3%, p=0.045) and more community-acquired infections. 
Escherichia coli was the most common pathogen and was less 
frequent among post-phase patients (47.8% vs. 53.3%; p = 
0.002). Among these patients, higher proportions of appro-
priate empirical therapy (77.0% vs. 69.2%; p <0.001), exe-
cution of FUBC within 7 days (55.8% vs. 30.2%; p <0.001), 
use of DI (90.8% vs. 77.5%; p <0.001) as well as SC (26.3% 
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vs. 23.6%, p=0.083) were found, while OAA was adminis-
tered in similar proportions. Mortality rate at 30 days was 
slightly higher in patients of the pre-phase (14.1% vs. 12.4%) 
but non-significant at χ2 test (p =0.150). The final path analysis 
model was performed on 3322 patients and used 12 inde-
pendent and 4 dependent variables. It obtained a very satis-
factory fit to the data (RMSEA=0.015, CFI=0.973, TLI=0.953) 
and explained 32.7% variance of the 30-day mortality vari-
able. The model confirmed that bundle administration was not 
directly associated with 30-day mortality, however an indirect 
negative association was found, through imaging: patients of 
the post-phase were more likely to have DI performed, which 
in turn was associated to a lower risk of 30-day mortality. The 
total indirect effect on mortality of being in the post-phase, ex-
pressed by standardized coefficient, was -0.050 (p<0.001). 
DI was positively correlated with FUBC (r=0.285). Other vari-
ables significantly affecting mortality (std. effects) were SOFA 
score (0.275, p<0.001), age (0.234, p<0.001), UTI (-0.172, 
p<0.001), CCI (0.167, p<0.001), stay in surgery ward at the 
time of infection (-0.130, p<0.001), BSI nosocomial infection 
(0.034, p<0.001), carbapenem resistance (0.063, p=0.009) 
and Pseudomonas spp pathogen (0.045, p<0.001). The re-
lationship between study phase and mortality was not found 
by a multiple logistic regression model including the same 
variables used in the path model (std. coefficient 0.004, 
p=0.882); a treatment-effect lasso logistic model run with 75 
variables on 2791 patients of this population obtained an ATE 
of -0.004 (p=0.798) with a PO mean of 0.137 (p<0.001).

CONCLUSIONS

Interventions like the bundle described in this study are 
not inherently affecting mortality directly, because they act 
by deploying several components that may take place with a 
predetermined priority and sequence, actually one affecting 
the other. Rather, they are expected to affect the outcome indi-
rectly by triggering activities that can actually be related to the 
outcome. We have demonstrated that the bundle activation 
did decrease the mortality rate of patients with monomicrobial 
GN-BSI by increasing the use of imaging and of its correlated 
follow-up blood culture, which in turn were related to lower 
mortality. Indirect effects cannot be estimated by traditional 
modelling techniques like multiple regression, therefore we 
advocate the use of path modeling in clinical settings involv-
ing temporally related activities.

Figure 1. Path model diagram. Arrow lines indicate direct relationships 
between variables; black arrows represent positive relationships, red arrows 

represent negative relationships; thickness is proportional to the strength 
of the relationship, which is written near most of the arrows. Lines with 

bidirectional arrows indicate correlations between dependent variables. The 
number inside the box of the dependent variables indicates the R².
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INTRODUCTION

Intensive Care Unit (ICU) readmissions are linked to in-
creased morbidity, mortality, and healthcare costs [1]. The 
correct timing of ICU discharge is critical to prevent these 
adverse outcomes. Traditional predictive models have limited 
accuracy, while deep learning (DL) models offer potential im-
provements by extracting richer information from multimodal 
electronic health record data [2].

OBJECTIVES

To enhance ICU readmission prediction task accuracy by 
developing READ-ICU, an ensemble DL model trained on 
harmonized multi-institutional data.

METHODS

We identified standardized, publicly available ICU da-
tasets from different institutions and geographical regions. 
Existing pipelines to merge and pre-process the datasets 
were searched. A previously conducted systematic review 
and meta-analysis informed the selection of DL architectures, 
outcome definitions, and predictors [3]. Bayesian Model 
Averaging (BMA) was chosen to ensemble the retrieved DL 
models whose code was publicly available [4]. The area 
under the receiving operating curve (AUROC) served as 
the primary performance metric, which guided the train-
ing and fine-tuning process. To improve the explainability 
of the resulting model, we applied an explainable artificial 
intelligence (XAI) technique able to identify key predictors 
influencing model output. Analyses were conducted using 
Python v. 3.10.12.

RESULTS

We gained access to MIMIC-III, MIMIC-IV, the mul-
ti-center eICU US datasets, and the European Amsterda-
mUMCdb [6-9]. We harmonized the four datasets through 
the BlendedICU pipeline [10]. The 48-hour readmission inter-
val was selected as the outcome measure due to its stronger 
association with ICU care quality [11]. Recurrent neural net-
works (RNNs), long short-term memory (LSTM) networks, and 
convolutional neural networks (CNNs) were retrieved from 
the selected articles and were integrated into the ensemble 
READ-ICU model. Key predictors included static variables 
(e.g., demographics, length of ICU stay, admission source, 
comorbidities) and time-dependent variables from the last 48 
hours of ICU stay (e.g., vital signs, laboratory test results, di-
agnosis codes, medications), which improved predictive per-
formance in previous models [12]. 

CONCLUSIONS

DL enables innovative predictive models that may out-
perform traditional prognostic tools for ICU readmissions. 
Our systematic review identified promising DL models and 
challenges, though further efforts are required to optimize 
performance through multimodal data integration. This study 
highlights the potential of using ensemble DL techniques, mul-
ti-institutional datasets, and XAI techniques to improve the 
prediction of important outcomes in critical care.
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INTRODUCTION

Familial Adenomatous Polyposis (FAP) is a hereditary syn-
drome characterized by chronic colonic inflammation and 
the development of precancerous adenomas. A low-inflam-
matory dietary intervention helped reduce inflammation and 
adenoma development in individuals with FAP. Moreover, this 
promising strategy also reduced the differences in gene ex-
pression between normal and adenomatous tissue, increasing 
the expression of tumour suppressors and reducing that of po-
tential cancer-driver genes in adenomatous tissue [1]. 

OBJECTIVES

By comparing the microbiome profile of subjects with FAP 
that followed a dietary intervention aimed to reduce inflam-
mation in the gut, with that of colorectal cancer (CRC) pa-
tients or healthy subjects, we aimed to set up a methodolog-
ical workflow to be applied in the identification of bacterial 
species related to the tumor and whose abundance can be 
modulated with diet. This workflow may contribute to the op-
timization or development of new strategies for CRC preven-
tion based on diet.

METHODS

Microbiome of stools from 37 patients with stage II-III 
colorectal cancer who had surgery at INT (Fondazione IRCCS 
Istituto Nazionale dei Tumori) was quantified by shotgun se-
quencing. Samples were collected before the intervention (T0) 
and during the scheduled follow-up visits for two years (1 and 
6 months after surgery, then every year) including possible 
time of relapse. By following the same sequencing pipeline, 
the fecal microbiome composition of a cohort of 120 healthy 

volunteers, equally distributed among vegetarian, vegan, and 
omnivorous diets [2] and of the FAP cohort of 27 subjects car-
rying a mutation in the APC gene, who underwent prophylactic 
total colectomy/ileorectal anastomosis and currently involved 
in the surveillance program at INT, were determined. FAP stool 
samples were referred to four different timepoints, before the 
beginning of the study (T0), after both 15 days (T15d) and 
three months of active dietary intervention (T1), and after three 
additional months in which the subjects followed the diet at 
home (T2) [3]. For all the three cohorts, taxonomic profiling 
was carried out by using MetaPhlAn 3 [4]. 

Alpha diversity was quantified using the Simpson index 
[5,6]. The Alpha diversity between groups was compared us-
ing a Wilcoxon rank sum test or a signed rank test for depend-
ent groups. Bray-Curtis dissimilarity [7] was used to measure 
the beta diversity and Principal Coordinate Analysis (PCoA) 
to reveal underlying patterns by visualizing differences in beta 
diversity [8]. Techniques like PERMANOVA (Permutational 
Multivariate Analysis of Variance) and PERMDISP (Tests of ho-
mogeneity of dispersions) were employed to detect significant 
differences in beta diversity and dispersion between groups [9].

Differential abundance analysis (DAA) of species was 
performed using Wilcoxon test or signed rank test [10] to 
compare the groups of interest. 

RESULTS

Alpha diversity quantified by the Simpson’s index was sig-
nificantly higher in the CRC cohort compared to the healthy 
subjects, both in terms of richness and evenness. Wilcoxon 
rank sum test revealed a statistically significant difference be-
tween the two groups (p < 0.001).  As regards beta diver-
sity, microbial community composition differed significantly 
between CRC patients and healthy subject, as revealed by 
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the PERMANOVA test (p = 0.001), also due to the disper-
sion between the two groups (p = 0.027). DAA identified 
230 differentially abundant bacterial species between CRC 
patient’s cohort and healthy subjects. Subsequently, in order 
to investigate whether these bacteria were modulated by diet 
within the FAP population, DAA comparing taxa between 
samples pre and post diet was performed. This analysis re-
vealed 3 bacterial species that were not only differentially 
abundant between CRC patients and healthy individuals, but 
also responsive to dietary intervention. This helped us identify 
a potentially beneficial change induced by the dietary inter-
vention. As the abundance of all three species was higher in 
CRC patients compared to healthy individuals, and the diet 
reduced their abundance in FAP patients. 

CONCLUSION

These findings suggest that bacteria may represent po-
tential targets for diet-based modulation strategies in CRC 
relapsed patients. From a methodological point of view, 
our findings confirm that by applying a well-structured data 
analysis workflow to bacterial data could provide valuable 
insights for the management of CRC patients.
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BACKGROUND

Atrial fibrillation (AF) is the most common cardiac rhythm 
disorder in adults and old subjects with an estimated glob-
al prevalence of 35 million cases worldwide and increasing 
incidence in the next decades [1]. Traditional AF risk scores 
– Framingham, ARIC, CHARGE AF, CHA2DS2-VASc and 
SAAFE [2–6] – reach C-statistics around 0.75-0.80. Recent-
ly, there has been a growing interest in applying machine 
learning (ML) techniques to develop predictive models for 
AF. Many of these models have pushed discrimination per-
formance a little higher, sacrificing interpretability, since the 
“black-box” nature of the employed algorithms [7].

OBJECTIVE

To build and internally validate an interpretable model 
that predicts the 10–year probability of AF-free survival, us-
ing the recently proposed Optimal Survival Tree (OST) algo-
rithm [8].

METHODS

Data analyzed came from the Catanzaro Atrial Fibrillation 
project [9], an observational prospective cohort study that in-
cluded outpatients enrolled from January 1998 to December 
2018, referred to the University Hospital of Catanzaro - Italy, 
for cardiac clinical evaluation. 

Patients with end-stage renal disease, active malignan-
cy, thyroid dysfunction, cardiomyopathy, rheumatic and 
non-rheumatic valvular heart disease, or prosthetic valves, 
were excluded as well as those with previous acute myocar-
dial infarction or stroke.

Predictors included in the analyses were: i) Demographic 
and anthropometric measures: age, sex, BMI, waist circum-

ference; ii) Medical history: hypertension, diabetes, heart 
failure, vascular disease, COPD, previous TIA, CHA2DS2 
VASc components; iii) Laboratory measures: fasting glucose, 
total/HDL/LDL cholesterol, triglycerides, eGFR; Imaging 
derived variables: Left Atrial Volume index (LAVi), Left Ven-
tricular Mass index, Carotid Intima-Media thickness. Time-
to-first AF diagnosis was right-censored at 10 years.

The OST model was benchmarked against three estab-
lished tree-based algorithms: survival CART, survival condi-
tional-inference trees (cTree) and random survival forests (RF).

The models were trained on a randomly selected subset 
of patients (70%) and their predictive performances were 
subsequently evaluated and compared on the remaining 
30%. A 5-fold cross-validation based grid search was 
used to tune the models’ hyper-parameters. Discrimination 
(time-dependent AUC), accuracy (Brier score, integrated 
Brier score, Index of Prediction Accuracy – IPA) and cali-
bration (Integrated Calibration Index - ICI, E50, E90) were 
assessed .

RESULTS

A total of 4114 patients were selected (mean age 59.06 
± 11.73, 48.1% Females). During a mean follow-up of 
59 ± 19 months, AF occurred in 533 patients (13%). At base-
line, AF patients showed on average a worse clinical profile in 
terms of anthropometric measures (BMI and Waist circumfer-
ence), renal function (eGFR), cardiovascular risk factors (Dia-
betes, Hypertension, Heart failure, previous TIA), CHA2DS2-
VASc score and echocardiographic parameters. 

The final OST model (Figure 1) relied on only four var-
iables - LAVi, Glucose, Age, and CHA2DS2-VASc - creat-
ing six leaves that collapsed into four clinically meaning-
ful risk profiles: i) Very-low risk: Either LAVi ≤ 34 mL/m2, 
glucose ≤ 97 mg/dL, CHA2DS2-VASc ≤ 2, or same LAVi, 
Glucose > 97, and age ≤ 71 y (n = 2082, expected AF-free 
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survival 115-118 mo); ii) Low risk: Same LAVi/glucose but 
CHA2DS2-VASc  > 2 (n = 213, 106 mo); iii) Moderate risk: 
Either LAVi ≤ 34 with higher glucose and age > 71 y or LAVi 
34-39 (n = 399, 87-89 mo); iv) High risk: LAVi ≥ 40 (n = 186, 
56 mo).

On the test cohort OST achieved AUCs of 0.856 
and 0.794 and Brier scores of 0.086 and 0.134 at 
5 and 10 years, respectively, slightly outperforming CART 
(5/10-y AUC 0.849/0.764; Brier 0.096/0.137) and cTree 
(0.846/0.766; 0.096/0.156), and trailing RF in the 5-year 
(0.894, 0.083), but not the 10–year prediction (0.804, 0.131). 
Calibration metrics favored OST over RF at both horizons.

CONCLUSIONS

A parsimonious, easily explainable four-variable OST 
predicted 10–year AF risk almost as accurately as RF yet with 
superior calibration and bedside transparency. Adding a sin-
gle echocardiographic measure (LAVi) to routine clinical data 
may enable personalized AF screening and targeted preven-
tion. External validation in independent, multicentre cohorts is 
required to confirm the model’s generalisability and to sup-
port its adoption in routine clinical practice.
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INTRODUCTION

One of the main goals of medical research is to determine 
whether an observed association between an exposure and 
an outcome reflects a true causal relationship. Major challeng-
es in this context are the possibility of reverse causation or the 
presence of confounding variables, which can produce spuri-
ous associations. To address this, randomized controlled trials 
(RCTs) have traditionally been considered as the gold stand-
ard for establishing causal associations. However, RCTs face 
ethical, logistical, and generalizability limitations. They typical-
ly have limited follow-up periods, making them less suitable for 
studying long-term effects or life-course epidemiology.

In recent decades, Mendelian Randomization (MR) has 
emerged as a powerful tool for assessing causality in obser-
vational studies. Based on the instrumental variable approach, 
MR employs genetic variants that are randomly assigned at 
conception. This genetic randomization mimics the allocation 
process in RCTs, enabling researchers to make causal infer-
ence using observational data [1].

The growing availability of Genome-Wide Association 
Studies (GWAS) has further expanded the use of MR, ena-
bling analyses without individual-level data and allowing 
broader investigation of diverse exposures [2]. Nevertheless, 
the scientific community continues to debate the applicability, 
strengths, limitations, and interpretation of MR findings [3].

OBJECTIVES

The aim of our study aligns with the framework of the project 
“An Integrated Life-Course Approach for Person-Centred Solu-
tions and Care for Ageing with Multi-morbidity in the European 
Regions – STAGE; Stay Healthy Through Ageing” [4]. In par-
ticular, it contributes to one of the project’s tasks, which focuses 
on investigating the causal nature of associations between bio-
logical hallmarks and trajectories of ageing with multi-morbidity.

The specific objective of this study is to explore the feasibility 
of applying the MR approach to a selected research question. 
This application, beside obtaining specific MR estimates, should 

serve as a basis for critically reflecting on the strengths and lim-
itations of the method, with particular attention to its relevance 
within the framework of life-course epidemiology.

METHODS

We selected epigenetic age acceleration (EAA) as the ex-
posure and attention deficit hyperactivity disorder (ADHD) as 
the outcome for our case study. EAA represents an example of 
a biological hallmark that may be identified within the STAGE 
project, and it has previously been linked to ADHD, specifically 
when measured using cord blood.

To conduct a two-sample MR analysis [5], we required sum-
mary statistics from GWAS for both the exposure and the out-
come. Specifically, this involved identifying a GWAS on EAA to 
obtain the genetic instruments, and a separate GWAS on ADHD 
to extract the corresponding associations for those instruments.

For the exposure, we used the most recent and comprehen-
sive GWAS on EAA including more than 40,000 individuals 
[6], which focused on the Horvath epigenetic clock [7]. For the 
outcome, we selected two of the latest GWAS on ADHD [8,9]. 
The first one [8] comprises 38,691 individuals with ADHD and 
186,843 controls, while the second one [9], a genome-wide 
association meta-analysis still unpublished, includes 71,733 
unique individuals from 28 population-based cohort.

We performed bidirectional MR analyses, i.e. we investi-
gated the possible causal effect of EAA on ADHD as well as 
the possible causal effect of ADHD on EAA. The inverse-vari-
ance weighted (IVW) method was used as main method, but 
further sensitivity analyses were performed as well.

RESULTS

Bidirectional MR analyses indicated no evidence of a 
causal effect of EAA on ADHD (ORIVW = 1.01, 95% CI: 
0.98–1.03), nor of ADHD on EAA. This held true when con-
sidering both the first ADHD GWAS (βIVW = -0.06, 95% CI: 
-0.28 to 0.16) and the second, unpublished GWAS focused 
solely on childhood ADHD (βIVW = 0.23, 95% CI: -0.30 to 
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0.77).

CONCLUSIONS

Our results did not support a causal effect of EAA on 
ADHD, nor a causal effect of ADHD on EAA. However, con-
ducting these analyses helped clarify several important meth-
odological considerations.

Firstly, the feasibility of two-sample MR analyses is lim-
ited by the availability of appropriate GWAS data for both 
the exposure and the outcome. In our case, only one GWAS 
on EAA, based on the Horvath clock, was available. Genetic 
instruments derived from other epigenetic clocks, such as the 
Pediatric-Buccal-Epigenetic clock [10], may have been more 
appropriate for our research question, particularly given prior 
evidence suggesting that EAA in early life could be causally 
linked to ADHD onset. 

Secondly, the time-varying nature of traits like EAA sug-
gests that GWAS based on repeated measures may be more 
informative in contexts where exposures are not stable over 
time [11]. The genetic instruments associated with EAA in 
adulthood may differ from those influencing EAA at young-
er ages or over the course of life. The available GWAS on 
EAA was conducted on individuals with a mean age over 50 
years, while the ADHD GWASs included both childhood and 
adult cases [8] and childhood-only cases [9]. This may sug-
gest the possibility of reverse causation, which was not con-
firmed by our results.

Finally, within the framework of STAGE, where the outcomes 
of interest may involve aging with multimorbidity, MR may be 
less suitable. Constructing genetic instruments for composite 
phenotypes increases the likelihood of pleiotropy, potentially 
leading to biased estimates. In this context, more sophisticat-
ed methods including MR-Phenome Wide Association Studies 
(PheWAS) [12] may offer more appropriate frameworks for 
capturing causal relationships with complex outcomes.
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INTRODUCTION

Structural Equation Modeling (SEM) is widely adopted in 
behavioral, economic, and sociological sciences, and sample 
size calculations in this regard typically involve Monte Carlo 
simulation. SEM simultaneously integrates measurement and 
structural components, enabling both the evaluation of con-
struct validity and the testing of specific hypotheses. Its ap-
plication is particularly relevant when analyzing self-report 
data or complex theoretical frameworks, which require testing 
hypotheses as the primary aim, involving more than one de-
pendent variable in the same model. Clinicians are often un-
familiar with these methods, and studies involving SEM tend to 
employ convenience sampling without a proper sample size 
calculation. A critical discussion regarding opportunities and 
challenges in this regard could facilitate the adoption of best 
practices when implementing SEM, including appropriate 
sample size calculations. 

OBJECTIVES

To highlight the potential and challenges of adopting SEM 
in clinical research and nursing science and to discuss the 
contribution of Monte Carlo simulation for sample size plan-
ning in such contexts by using a real-case application as the 
context of the critical discourse. 

METHODS

A real-case application is presented from a randomized 
controlled trial (RCT) involving Health Easy, a digital ecosys-
tem designed to enhance engagement and health literacy 
among adolescents with congenital heart disease. The eco-

system integrates medical term simplification (SIMPLE), a pa-
tient-centered health search engine (FACILE), and a balanced 
learning interface (ULearn). The pilot study informed the pri-
mary endpoint (self-care behavioral score improvement of 
10% after 3 months, on a scale of 0–100, which is Cohen’s 
d = 0.67). While classical power-based sample size calcula-
tion was applied to the primary outcome, Monte Carlo sim-
ulation was used to evaluate the statistical power to test the 
hypothesized structural paths underpinning the Health Easy 
model. These included the mediating role of health literacy in 
the relationship between the intervention (Health Easy) and 
improvements in patient engagement, where health literacy 
is hypothesized to mediate and moderate the effects of the 
digital ecosystem on self-care behaviors and empowerment.

RESULTS

Monte Carlo simulation enabled simulation-based valida-
tion of the hypothesized structural paths within the Health Easy 
conceptual framework, particularly those involving latent var-
iables and indirect effects. The simulation assessed the power 
and estimation precision for each path, including mediating 
effects of health literacy and moderated pathways influencing 
patient engagement and self-care behaviors, by generating 
multiple synthetic datasets (1000 replications) under speci-
fied model parameters. The simulation output supported the 
stability of parameter estimates and standard errors across 
replications, reinforcing the robustness of the SEM design.

A traditional power analysis was conducted to detect a 
10-point mean difference in behavioral scores between two 
independent groups (Cohen’s d = 0.67, α = 0.05, power = 
0.90), indicating that a total sample of 96 participants (48 
per group) would be sufficient for this specific comparison. 
However, when this same sample size was evaluated within 
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the Monte Carlo simulation framework, it yielded an empirical 
power of only 0.49 to detect the hypothesized small-to-mod-
erate indirect and moderated effects typical of SEM (Cohen’s 
d ≈ 0.3). To achieve adequate power (≥0.80) for testing the 
full model, a substantially larger sample, approximately 344 
participants, was required. These findings demonstrate that 
when the objective is to test a conceptual model rather than 
a simple group difference, traditional power analysis may be 
misleading. Simulation-based approaches, such as Monte 
Carlo methods, are therefore essential for planning the ap-
propriate sample size in SEM-driven clinical research.

CONCLUSIONS

SEM and Monte Carlo simulation represent valuable 
yet underutilized tools in clinical research. Their application 
allows for the rigorous evaluation of complex intervention 
models, particularly when outcomes are mediated by con-
structs such as health literacy and patient engagement. Un-
like traditional power analysis, these methods accommodate 
the analytical complexity of real-world frameworks and offer 
more accurate guidance for study design. Integrating SEM 
and simulation-based approaches into clinical trial method-
ology may enhance the interpretability, precision, and valid-
ity of intervention research. To support broader adoption, the 
development of a collaborative research network focused on 
advancing and disseminating these methods is encouraged.
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BACKGROUND

The global population is aging rapidly, creating signif-
icant challenges for healthcare systems [1]. Traditional dis-
ease-centered models often fail to meet the complex needs of 
older adults, who frequently have multiple chronic conditions. 
In geriatric medicine, frailty has become a key concept [2-3], 
representing increased vulnerability due to a decline in phys-
iological reserves and functional capacity. Frailty is a multi-
dimensional syndrome that includes physical, cognitive, psy-
chological, and social impairments, making its identification 
vital for improving patient outcomes and healthcare resource 
allocation. The Frailty Index (FI) is a widely used tool that 
quantifies frailty by measuring the ratio of health deficits to 
the total number of health variables [4]. This approach allows 
for practical and scalable assessments across various settings.

However, while the FI offers a comprehensive assessment, 
it remains an observed composite measure that may not fully 
capture the underlying latent nature of frailty. Frailty can be 
conceptualized as a latent [5-6] construct. Studying frailty 
as a latent variable enables a deeper understanding of its 
structure and heterogeneity. It allows researchers to explore 
whether distinct frailty phenotypes [7] exist and whether they 
differ in their relationship to key outcomes such as mortality 
or functional decline. Moreover, latent variable models can 
uncover hidden patterns that are not evident from single ob-
served measures like the FI, potentially offering more nuanced 
tools for risk stratification and clinical decision-making.

OBJECTIVES

To compare the predictive accuracy of mortality mod-
els based on a continuous FI and latent class approaches 

through simulation, using the area under the curve (AUC) as 
the evaluation metric.

METHODS

The simulation uses real-world data on 50 binary and ordi-
nal items related to HyperFrail, focusing on marginal probabili-
ties and empirical correlations. Data simulation began by gen-
erating multivariate normal data using the empirical correlation 
matrix for a sample of 1,000 individuals with 50 variables 
each. These continuous values were transformed into uniform 
probabilities and mapped to discrete response levels based 
on specified marginal distributions. A dataset was created with 
one row per individual and the calculated FI as the sum of the 
50-item responses, normalized by the number of items. Five 
domain-specific subscores were derived: activity (items 1-16), 
health (items 17-20), psychological (items 21-25), comorbidity 
(items 26-43), and cognitive (items 44-50). Age was simulated 
based on the frailty index (FI) levels. Individuals with an FI of less 
than 0.12 were assigned a random age between 20 and 50 
years. For those with an FI of 0.12 or greater, age was sampled 
between 50 and 80 years, following an exponentially increas-
ing distribution to reflect the greater frailty commonly observed 
in older adults. Mortality was simulated conditionally based on 
age: individuals under 50 were assigned a death status of 0 
(indicating no death), while those aged 50 and above were 
assigned a death status with a probability ranging from 30% to 
80% (in 5% increments) to represent various levels of risk. Three 
models were developed to predict binary death outcomes. The 
first model utilized logistic regression, employing the contin-
uous Frailty Index (FI) on a scale from 0 to 100. The second 
model applied Latent Class Analysis (LCA) using the poLCA [8] 
package on 50 item variables to identify various frailty classes, 
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followed by logistic regression where frailty class served as a 
categorical predictor. The third model used Gaussian Mixture 
Modeling (GMM) with the Mclust [9] package, analyzing five 
domain-specific summary scores to identify latent clusters. The 
Area Under the Curve (AUC) was calculated for each model to 
evaluate discrimination performance. Finally, a simulation study 
was conducted to assess model performance across different 
mortality scenarios.

RESULTS

Latent class analysis using Bayesian Information Criterion 
(BIC) identified nine distinct frailty classes across five domains. 
Class 1 represented “low frailty” with minimal deficits, while 
Class 4 showed “high activity limitation” mainly affecting the 
activity domain. Class 6 had a “cognitive-predominant” phe-
notype, marked by significant cognitive impairment. Class 8 
displayed a “multi-domain severe” pattern with high frailty 
scores in activity, health, and comorbidity. Finally, Class 9 ex-
hibited extreme frailty with the highest burden, especially re-
lating to comorbidity and health status. The comparison of the 
AUC showed that the continuous FI consistently outperformed 
both latent variable approaches in all mortality probability 
scenarios. The FI displayed superior discriminative ability, 
particularly at higher mortality probabilities. It was followed 
closely by the GMM, while the LCA demonstrated the lowest 
predictive performance.

CONCLUSION

The continuous FI showed better predictive accuracy for 
mortality outcomes, while the latent class approach identified 
significant frailty phenotypes with distinct patterns in specific 
domains that may have important clinical implications. These 
findings indicate that, although the comprehensive nature of 
the FI provides more effective discrimination of mortality risk, 
understanding frailty as a latent variable offers valuable in-
sights into the diverse characteristics of this syndrome.
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INTRODUCTION

The definition of the concept of randomness and the difficul-
ty of humans to simulate it, in the sense of being able to produce 
unpredictable patterns within reasonably tight margins of error, 
constitute a profound topic of discussion among neuroscientists, 
mathematicians and philosophers [1]. The literature has widely 
demonstrated experimentally the difficulty that humans have in 
generating random sequences (Chance simulative deficit, CSD) 
that do not reveal, after an appropriate number of trials, a sta-
tistically recognizable response pattern that highlights the dom-
inance of some choice options [2]. Errors in generating random, 
non-informative and therefore unpredictable sequences are 
generally explained in terms of prejudices, sometimes miscon-
ceptions or in any case with a level of deep structured cognition 
that prevails in any simulated process [3]. Theories have been 
proposed as to why there is such difficulty in simulating random 
sequences by invoking internal languages and, inspired by the 
artificial intelligence paradigm, recursive information compres-
sion algorithms [4]. Although such theories manage to achieve 
some results in terms of statistical fitting, they certainly require 
a lot of experimental work to be confirmed. Subjects with Au-
tism Spectrum Disorders (ASD), by virtue of some behavioural 
peculiarities such as stereotypies, could constitute an important 
population to test the validity of the algorithmic theory. To date, 
few studies have investigated the ability to simulate chance in 
ASD subjects, highlighting a tendency to generate less random, 
more repetitive sequences and with regular patterns compared 
to neurotypical subjects [5].

OBJECTIVES

The study tests if the property of simulating chance is dis-
criminating between autistic and typical subjects by introduc-

ing an appropriate metric. Given this difference, it can suggest 
a first-level strategy on a diagnostic level that takes advan-
tage of the different simulative capacities of the two groups. 
The hypothesis is that the simulative deficit of randomness typ-
ical of human beings can constitute a discriminating property 
in the case of ASD and that this specificity can be applied for 
achieving diagnostic suggestions.

METHODS

The study is a pilot cross-sectional study with parallel 
cohorts aimed at evaluating the Chance Simulative Deficit 
(CSD). The study took place at the Regional Reference Centre 
for Autism of the Abruzzo Region in Italy. The sample size cal-
culation assumed a Cohen effect size of namely 0.8, using a 
power of 80% with a type I error of 5%, requests 25 subjects 
for each group. The recruitment provided 122 typical subjects 
with and 45 (27%) ASD. The mean age was 23.2 years for 
typical and 21.8 years for ASD. 

The task administered requests that each player, regard-
less of being ASD or typical, will play against a computer that 
simulates random choices, displaying icons with fists, paper, 
scissors on the monitor, after the human player has selected 
an icon and regardless of the human player’s choice. In this 
game, the optimal strategy, or the strategy that maximizes the 
possibility of winning, is the least informative. Consequently, 
the computer optimally simulates the results using a uniform 
multinomial distribution with probability equal to 1/3 for 
each of the three states.

ASD and typical players perform many game trials, in our 
case 80 (about 20 minutes, assuming 15 s for each trial), so 
that the empirical frequency distributions of the players can 
be estimated.

These distributions characterize the specific ability of the 
ASD groups and typical players to simulate randomness, 

Biostatistical Methods ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20 Suppl. 1

© 2025 Attanasio M. et al..DOI: 10.54103/2282-0930/29428

CORRESPONDING AUTHOR: Masedu Francesco, francesco.masedu@univaq.it

(1)  Department of Biotechnological and Applied Clinical Sciences, University of L’Aquila, Italy
(2)  Regional Reference Centre for Autism. ASL1, Abruzzo Region, San Salvatore Hospital, L’Aquila, Italy

Attanasio Margherita(1), Di Giminiani Erika(1), Le Donne Ilenia(1), Covone Nicole(1), Mazza Monica(1,2), 
Valenti Marco(1,2), Masedu Francesco(1)

Is the Ability to Simulate Chance a Discriminant 
Property between High Functioning ASD and 
Typical Subjects?

https://doi.org/10.54103/2282-0930/29428
mailto:francesco.masedu@univaq.it


304

Biostatistical Methods ISSN 2282-0930 • Epidemiology Biostatistics and Public Health - XIIIth SISMEC Congress - Vol. 20. Suppl. 1

DOI: 10.54103/2282-0930/29428

namely the distribution used by computer in playing. The per-
formance in the Chance Simulation is defined by the cross-en-

tropy , between the computer distribution 
ps and the empirical distribution of each player qs. ASD and 
Typical subjects’ groups have been compared without adjust-
ment using the Mann Witney test with α=0.05. This test has 
been performed to assess the hypothesized difference in 
chance simulation. A Homogeneous Markov Chain modelled 
the game. We estimated the transition Matrices of the ASD 
and Typical subjects. The associated Markov Processes pro-
vided different steady states confirming the preliminary non-
parametric test. A logistic predictive model adjusted for gen-
der and age has been trained randomly selecting the 80 % of 
the original sample.

The statistical analysis has been carried using the statistical 
software R (version 4.5.0).

RESULTS

The mean cross-entropy chance deficit score (CEDS) esti-
mated was 0.49 (SD=0.03; min=0.48; max=0.76) for the typ-
ical and 0.48 (SD=0.01; min=0.48; max=0.52) for ASD. The 
Mann–Whitney test comparison of CEDS in the two groups 
has been statistically significant (p<0.01). The logit score, sets 
up using CEDS, gender and sex, reached an AUC=83%. Us-
ing the Youden cut-off (0.23) the model estimated a sensitivity 
of 89% and a specificity of 76%. The Kullback-Liebler diver-
gence between the steady states distributions was statistically 
significant different from zero (p<0.01).

CONCLUSIONS

The study checked the hypothesis that ASD high func-
tioning and Typical subjects perform differently in simulating 
chance. The analysis supports the hypothesis though has to 
pointed out that the study does not adjust for many potential 
confounders and the sample is strongly unbalanced between 
ASD and typical.
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INTRODUCTION

Variable selection is a common step in clinical research, 
where large datasets often include many, potentially highly 
correlated, variables. The main objective is to identify the most 
relevant predictors for an outcome, thereby enhancing mod-
el interpretability, simplicity, and predictive performance [1]. 
However, data-driven variable selection also carries several 
underappreciated risks. These include the potential exclusion 
of important predictors, inclusion of irrelevant ones, biased 
coefficient estimates, underestimated standard errors, invalid 
confidence intervals, and overall model instability [2].

Simulation studies are a valuable approach for evaluating 
statistical methods, provided they are carefully designed. Yet, 
many such studies exhibit bias in favor of the newly proposed 
methods [3]. To address this, we developed a neutral com-
parison simulation study to fairly evaluate the performance of 
several variable selection techniques. 

OBJECTIVE

To systematically evaluate and compare different variable 
selection methods across multiple simulated scenarios.

METHODS

To improve the design and reporting of our simulation 
study, we followed the ADEMP structure [4], this involves 
specifying the aim (A), the data-generating process (D), the 
estimand or target of inference (E), the analytical methods 
(M), and the criteria used to evaluate performance (P).

We designed different simulation scenarios by varying the 
number of observations, total variables, and number of true 
predictors. Predictor correlations were modeled to decay ex-
ponentially with increasing distance between variables, and 

effect sizes for true predictors were varied [5, 6]. Noise was 
introduced into the correlation structures to better mimic re-
al-world data.

We focused on a binary classification setting, evaluating 
each method on two key outcomes: model selection accuracy 
(i.e. whether the true model is selected) and predictive perfor-
mance. Five methods for selecting variables were compared: 
stepwise logistic regression, LASSO logistic regression, Elas-
tic net logistic regression, Random Forest Classifier with OOB 
error based backward elimination [7] and Genetic Algorithm 
(GA) [8, 9]. Performance metrics included the Area Under the 
Curve (AUC), number of variables selected, and True Positive 
Rate (TPR). All the analyses were performed using Python 3.12.

RESULTS

We ran 1,000 Monte Carlo simulations per scenario, var-
ying key factors such as sample size, number of predictors, 
true signal strength, and correlation strength. Elastic Net con-
sistently achieved the highest mean AUC and TPR, particularly 
in high-dimensional or strong-signal settings (e.g., Scenarios 
5–8), showing robust performance across conditions. Random 
Forest and Genetic Algorithm performed comparably in some 
scenarios but incurred substantially higher computational costs. 
LASSO achieved competitive AUC with significantly lower runt-
ime, though it tended to underselect in weaker signal scenari-
os. Stepwise selection, while the fastest method, had the lowest 
overall predictive performance and true positive rates (Table 1).
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Table 1. Mean AUC, TRP and number of variable selected (s) over 1000 Monte Carlo simulations by each variable selection 
methods. The execution time (t) of the 1000 simulations is also reported

 

 Stepwise LASSO Elastic Net RF GA 
Scenario*  t s TPR AUC t s TPR AUC t s TPR AUC t s TPR AUC t s TPR AUC 

n = 200/m =20/p = 3/e = 0.15 20s 2 0.259 0.538 4m 4s 1 0.194 0.523 31m 44s 13 0.747 0.558 94m 59s 11 0.683 0.545 122m 14s 6 0.602 0.64 
n = 200/m =20/p = 3/e = 0.40 18s 2 0.644 0.753 2m 51s 1 0.391 0.753 32m 20s 5 0.610 0.742 95m 31s 13 0.875 0.679 122m 15s 6 0.686 0.731 
n = 200/m =50/p = 5/e = 0.40 1m 1s 4 0.389 0.784 3m 16s 2 0.279 0.794 37m 43d 6 0.371 0.788 188m 49s 12 0.469 0.721 136m 45s 19 0.545 0.767 
n = 500/m =50/p = 5/e = 0.45 3m 18s 3 0.103 0.591 9m 2s 6 0.207 0.605 53m 47s 39 0.819 0.616 269m 24s 13 0.258 0.583 164m 12s 19 0.421 0.641 
n = 500/m =100/p = 10/e = 0.75 7m 43s 11 0.623 0.852 5m 27s 14 0.626 0.861 77m 16s 26 0.706 0.859 393m 7s 16 0.526 0.821 178m 18s 44 0.643 0.809 
n = 500/m =50/p = 5/e = 1.00 1m 13s 4 0.522 0.809 3m 30s 7 0.575 0.809 55m 19s 22 0.752 0.803 252m 16 0.558 0.789 157m 59s 19 0.618 0.760 
n = 1000/m =100/p = 10/e = 0.5 8m 36s 11 0.593 0.837 7m 17s 17 0.64 0.838 168m 32s 35 0.760 0.837 553m 16s 14 0.557 0.806 311m 15s 44 0.662 0.776 
n = 1000/m =50/p = 5/e = 1.50 2m 7s 5 0.764 0.938 12m 3s 7 0.779 0.938 81m 42s 9 0.783 0.937 321m 21s 13 0.702 0.909 187m 17s 20 0.790 0.865 

CONCLUSION

Among the five evaluated methods, Elastic Net provided 
the best trade-off between predictive performance and mod-
el stability, particularly in realistic, high-dimensional settings. 
Our results reinforce the importance of carefully considering 
the variable selection method in the context of the data struc-
ture and research goals. This neutral comparison contributes 
to evidence-based guidance for method selection in clinical 
research and similar applied settings.
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INTRODUCTION

The P-value is a widely used tool in inferential statistics 
and represents the probability of obtaining a value equal to 
or more extreme than the one observed, assuming that the null 
hypothesis (H0) is true [1].

One of its main advantages is its intuitive interpretation: 
a smaller P-value indicates a lower compatibility of the ob-
served results with the null hypothesis [2].

However, the P-value has important limitations that could 
lead to significant distortions in the interpretation of the results 
obtained [3].

The most important limitation is its sensitivity to sample size: 
as the sample size increases, the power of the test also increas-
es. Consequently, even minor and perhaps clinically irrelevant 
effects can produce statistically significant P-values, while im-
portant effects might not be detected in smaller samples [1].

The use of a fixed significance threshold (typically 0.05) 
can promote a binary interpretation of the results (significant 
vs. non-significant), oversimplifying the researcher’s deci-
sion-making process. This approach risks not fully capturing 
the degree of statistical evidence, thereby increasing the like-
lihood of assessment errors [4]. 

Another limitation is that the P-value does not provide in-
formation about the evidence in favor of an alternative hy-
pothesis (H₁): a small P-value may suggest that the data do 
not support the null hypothesis (H₀), but it does not quantify, 
through a comparative approach, how much more likely the 
data are under the alternative hypothesis [5].

The excessive use of the P-value encourages researchers 
to explore alternative approaches, such as the Bayes Factor 
(BF) [6].

 The BF is a Bayesian tool used to compare the evidence 
in favor of two hypotheses by comparing the likelihood of 
the data under the null hypothesis with the likelihood of the 
data under the alternative hypothesis. Therefore, unlike the 
p-value, the BF directly measures the probability of the data 
under each hypothesis, providing a quantitative comparison 
between H₀ and H₁ [7].

Among the advantages of the BF is its ability to provide a 
continuous measure of evidence, comparing the alternative 
hypothesis with the null hypothesis while also allowing the in-
corporation of prior information into the analyses. Its value 
can be interpreted using specific scales [8].

OBJECTIVES

The objective of this work is to compare the P-value and 
the BF as statistical tools for hypothesis testing, in order to 
highlight their behaviors in different scenarios involving (i) 
sample size and (ii) effect size.

METHODS

A simulation study was conducted with various scenari-
os constructed by combining sample size and effect size. The 
proposed simulation uses a t-test on the difference between 
the means of two independent groups as the endpoint. Nine 
distinct scenarios were generated, which include: (i) three 
levels of effect size, defined as the standardized difference 
between the means of the two groups, equal to 0.1, 0.2, and 
0.5; and (ii) three different sample sizes, equal to 50, 100, 
and 150. A total of 5000 replications were performed, and 
the results are expressed in terms of medians of the p-value 
and BF [9].

The Bayesian results were obtained using the R package 
“Bayes Factor.” The default prior was applied, which is identi-
fied as a Cauchy distribution centered on 0 and is moderately 
informative. In the simulation, the default prior of the package 
was chosen for illustrative purposes, but the process of select-
ing a prior is not trivial and requires specific considerations 
related to the research context.
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RESULTS

The results of the study show that the Bayes Factor (BF) is 
less sensitive to sample size compared to the P-value when 
effect sizes are small (0.1 and 0.2). It can also be observed 
that the P-value becomes statistically significant for sample 
sizes of 100 and 150 units with an effect size of 0.5, and its 
significance increases at a very high rate, compared to the BF 
where the evidence in favor of H₁ remains moderate. In other 
words, the P-value becomes extremely low in the presence of 
an effect size of 0.5 for a sample size of 150 units, whereas 
the BF remains more cautious, indicating only moderate evi-
dence in favor of the alternative hypothesis.

 

Figure 1. Comparison of Results Between the P-value and the Bayes Factor 
in the Simulation Study

CONCLUSIONS

The results reveal that the P-value is more sensitive to 
changes in sample size and effect size compared to the BF. 
Additionally, the BF provides a more nuanced approach to 
decision-making, addressing the binary nature of the P-value 
in rejecting the null hypothesis. The Bayesian alternative can 
be advantageous for researchers in the healthcare context, as 
it allows for the incorporation of informative priors that could 
enhance analysis results and reduce the likelihood of assess-
ment errors. However, a significant challenge of using the BF 
lies in the choice of the prior distribution, which can signifi-
cantly impact the final results of the analyses.
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INTRODUCTION 

Patient-Reported Outcomes (PROs) are a key innovation 
in clinical research, providing direct insights into patients’ per-
ception of symptoms and quality of life (QoL).[1] Beyond their 
role in measuring well-being, PROs have also shown consist-
ent associations with survival. Nonetheless, they are often 
analyzed separately from survival, which may lead to biased 
estimates of treatment effects and loss of clinical information. 
PROs in fact are only collected from surviving patients and 
early mortality among those with lower QoL can lead to an 
overestimation of average QoL, distorting perceived treatment 
effects. Moreover, survival models that rely only on baseline 
PRO values may fail to capture crucial changes in QoL that 
might correlate with prognosis.[2] Joint models (JMs), which 
combine the analysis of repeated measurements and time-to-
event data, were developed to address these issues.[3] How-
ever, their use in practice remains limited.[4]

AIM 

This simulation study aimed to explore the interplay be-
tween QoL and survival under different scenarios and to com-
pare traditional approaches, such as Cox models, with and 
without time-dependent covariates, with the JM in terms of 
accuracy and robustness.

METHODS 

Six scenarios with 500 samples of 1,500 patients (750 
treated, 750 controls) were simulated by combining three 
different treatment impacts on QoL (worsening, no change, 
improvement over time) with two survival settings (a halving 
of mortality vs. no direct survival benefit). The follow-up pe-
riod was set at 5 years and divided into monthly intervals. 
In each interval, a linear mixed effect model (LMM) was 
used to generate QoL score for each patient. The probability 

of death within each interval was simulated considering the 
treatment arm and the current QoL score, assigning the same 
risk to everyone with the same profile. Informative censoring 
was introduced by modeling a lower probability of being ob-
served during intervals when subjects had lower QoL scores. 
Additional scenarios without informative censoring were 
also simulated to assess how models’ performances were 
affected by the QoL–survival association independently of 
observation bias. Three statistical approaches were applied: 
a univariate Cox model with only the treatment variable, an 
extended Cox model with QoL as a time-dependent covar-
iate, and a JM with a Weibull survival component and a 
LMM for QoL. Performances were compared through mean 
estimates of treatment and QoL effects on survival in terms of 
hazard ratio (HR), bias, standard error, and 95% coverage 
probability (CP).

RESULTS 

Even a modest association between QoL and survival (e.g., 
HR QoL=0.96) significantly influenced mortality patterns. Mor-
tality increased when treatment had negative impacts on QoL 
even in the context of a direct survival benefit. Conversely, posi-
tive effects on QoL further amplified survival benefits. In the main 
scenarios with informative censoring, the univariate Cox model, 
while accurate if treatment had no impact on QoL, tended to 
overestimate the protective effect of treatment on survival when 
it was positively associated with QoL, sometimes even indicating 
a benefit where none existed. Conversely, when treatment neg-
atively affected QoL, the model either underestimated its protec-
tive effect on survival or suggested harm where there was none. 
This pattern highlighted the potential for misinterpretation in clin-
ical settings, where changes in QoL might be mistakenly attrib-
uted to treatment effects on survival. The extended Cox model 
showed mild improvement in certain scenarios but consistently 
failed to accurately estimate the protective effect of QoL on sur-
vival, leading to substantial bias. In contrast, JM consistently pro-
duced accurate, unbiased estimates with CPs near 95%, reflect-
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ing its robustness in all scenarios, even with a simplified structure 
that included only a random intercept (Table1). In the absence 
of informative censoring, the extended Cox model was able to 
accurately estimate the effect of QoL on survival when treatment 
positively influenced QoL and was better than the JM in terms 
of CP. However, it continued to perform poorly in estimating the 
treatment effect on survival, showing consistent bias and low CP 
across most scenarios. The JM remained the most reliable ap-
proach, although its performance slightly decreased, likely due 
to a less clearly defined QoL–survival association.

CONCLUSIONS 

JMs offer a more accurate and comprehensive approach 
for analyzing PROs and survival, capturing both direct and 
indirect treatment effects. Their capacity to integrate multiple 
dimensions of patient data make them valuable for analyz-
ing chronic conditions where PROs and survival are linked. 
Even modest interdependencies can meaningfully influence 
outcomes and ignoring them may lead to misleading conclu-
sions. Their use should be prioritized in both randomized and 
observational studies to ensure a valid inference and a deep-
er understanding of treatment effects.

REFERENCES

1.  Rivera S.C., Kyte D.G., Aiyegbusi O.L. et al. “The impact of 
patient-reported outcome (PRO) data from clinical trials: 
A systematic review and critical analysis,” Health Qual. 
Life Outcomes, 2019;. 17(1):1–19

2.  Rizopoulos D., - Joint models for longitudinal and time-to-
event data. With applications in R. 2012.

3.  Ibrahim J.G., Chu H., and Chen L.M., “Basic concepts 
and methods for joint models of longitudinal and survival 
data,” J. Clin. Oncol., 2010, 28(16): 2796–2801

4.  Spertus J.V., Hatfield L., Cohen D. et al., “Integrating qual-
ity of life and survival outcomes in cardiovascular clinical 
trials: Results from the PARTNER trial,” Circ. Cardiovasc. 
Qual. Outcomes, 2019; 12(6):1–8.

Table 1. Estimated treatment and QoL effects on survival (HR trt and HR QoL) across different 
simulated scenarios.

(HR trt, β timetrt) Model HR trt 95% CP 
HR trt HR QoL 95% CP 

HR QoL

(0.5, -0.333)

Univariate Cox 0.85 0 - -

Extended Cox 0.74 0.104 1.03 0

JM 0.50 0.946 0.96 0.936

(0.5, 0)

Univariate Cox 0.50 0.936 - -

Extended Cox 0.74 0.086 1.02 0

JM 0.50 0.922 0.96 0.964

(0.5, 0.333)+

Univariate Cox 0.33 0.112 - -

Extended Cox 1.12 0 1.01 0

JM 0.54 0.948 0.95 0.924

(1, -0.333)

Univariate Cox 1.65 0 - -

Extended Cox 1.04 0.976 1.03 0

JM 1.02 0.926 0.96 0.946

(1,0)

Univariate Cox 1.01 0.960 - -

Extended Cox 1.00 0.992 1.02 0

JM 1.00 0.960 0.96 0.950

(1, 0.333)+

Univariate Cox 0.67 0.026 - -

Extended Cox 1.39 0.214 1.01 0

JM 1.08 0.940 0.95 0.904

worsening QoL +improving QoL
Legend: CP, coverage probability; HR, hazard ratio; JM, joint model; QoL, quality of life; trt, treatment.
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INTRODUCTION

Polygenic Risk Scores (PRS) are statistical tools designed 
to estimate individual predisposition to complex diseases by 
aggregating the effects of numerous genetic variants (Single 
Nucleotide Polymorphisms SNPs). In oncology, PRS hold 
promise for enhancing cancer risk stratification and person-
alizing screening strategies. However, their effectiveness de-
pends on a well-defined computational framework that guar-
antees high-quality data processing and consistent predictive 
performance.

OBJECTIVE

This study aims to describe a modular and reproducible 
pipeline for the construction and validation of PRS in can-
cer research, detailing each analytical step from genotype 
preprocessing to risk score validation. Given that cancer is 
characterized by a highly polygenic architecture, involving 
thousands of loci with small effect sizes, such efforts require 
analytical workflows capable of handling complex and 
large-scale genomic data in a reliable and scalable manner. 

METHODS

The pipeline begins with raw Variant Call Format (VCF) 
files obtained through genotyping. To ensure statistical pow-
er for detecting associations and constructing robust and 
accurate PRSs, large sample sizes, typically comprising sev-
eral thousand cases and controls, are essential. Maintaining 
a balanced case-control ratio of 1:1 is crucial to minimize 
bias and maximize model stability. When relevant covariates 
are available, propensity score matching [1] can be applied 
to further balance cases and controls on clinical or demo-
graphic characteristics. Quality control (QC) is implemented 
using PLINK, a tool for handling SNP data, to remove vari-
ants and individuals based on call rate (<98%), minor allele 

frequency (MAF<1%), Hardy-Weinberg equilibrium devia-
tions (p<1×10⁻⁴), excess heterozygosity or relatedness (PI_
HAT>0.2), and sex discrepancies. Population stratification is 
assessed using Principal Component Analysis (PCA) or Multi-
dimensional Scaling (MDS) to control for confounding due to 
population structure, and outliers are optionally detected via 
unsupervised clustering methods. The resulting components 
are included as covariates in downstream models. Imputation 
is performed via the Michigan [2] or Helmholtz imputation 
[3] servers using ancestry-matched reference panels to en-
hance the density of genotype data. Post-imputation filtering 
excludes SNPs with low imputation quality (R² < 0.3) and 
extreme allele frequencies to preserve dataset integrity. To 
identify genetic variants associated with cancer susceptibili-
ty, genome-wide association studies (GWAS) are conducted 
using logistic regression models, adjusting for age, sex, and 
leading principal components to mitigate confounding due to 
population substructure. When multiple cohorts are available, 
GWAS are initially conducted independently within each da-
taset. Subsequently, meta-analysis is performed to combine 
effect size estimates across studies, using either a fixed-effects 
or random-effects model. The choice of model depends on 
the extent of between-cohort heterogeneity, which may arise 
from differences in environmental exposures or other con-
text-specific factors influencing cancer risk. In cases where 
such heterogeneity is minimal, fixed-effects meta-analysis 
via inverse-variance weighting is applied; otherwise, a ran-
dom-effects model is employed to account for variability in 
genetic effect estimates across cohorts. For PRS construction, 
we employ a Bayesian regression framework with continuous 
shrinkage (PRS-CS) as proposed by Ge et al. [4], which inte-
grates GWAS summary statistics with an external linkage dis-
equilibrium (LD) reference panel to infer posterior SNP effect 
sizes. This approach eliminates the need to specify p-value 
thresholds or perform LD clumping and produces a single, 
optimized polygenic model. The PRS is finally calculated by 
summing allele dosages weighted by GWAS-derived effect 
sizes. Score performance is internally validated on a held-
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out portion of the original dataset and externally tested on 
independent cohorts. Evaluation metrics include the area un-
der the receiver operating characteristic curve (AUC), R², and 
calibration plots. 

RESULTS

We are currently applying this pipeline to the develop-
ment and validation of a PRS for gastric cancer (GC) risk in 
individuals of European ancestry. Despite the growing use of 
PRS in various malignancies, only few of them have focused 
on GC, mostly on Asian individuals, and no validated PRS 
currently exists for GC in European populations. To address 
this gap, we are leveraging individual-level genotype data 
from over 8,000 GC cases and more than 350,000 controls 
across multiple European cohorts, including the Helsinki Bio-
bank, the Rotterdam Study, dataset from Hess et al. [5], and 
the Spanish sample from the Stomach cancer pooling (StoP) 
Consortium. These cohorts form the discovery dataset used 
to conduct GWAS and meta-analysis, followed by PRS con-
struction using a Bayesian framework (PRS-CS). The resulting 
scores are being externally validated in independent datasets 
from the UK Biobank and three cohorts from StoP consortium 
(Rome, Latvia, and Lithuania). 

CONCLUSIONS

This pipeline provides a comprehensive and adaptable 
framework for constructing PRS in oncology, supporting meth-
odological transparency and interoperability. Its modular de-
sign ensures flexibility across various datasets and facilitates 
implementation in clinical research. Future directions include 
increasing cross-ancestry portability and integrating PRS 
within clinical decision-making tools.
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BACKGROUND

Two-sample Mendelian randomization (2SMR) is a power-
ful tool for causal hypothesis testing. However, the simplicity of 
the statistical techniques combined with lack of causal inference 
reasoning has prompted an explosion of 2SMR studies, flood-
ing scientific literature with findings that are often irrelevant or 
implausible. Here, we present a molecular biology application 
where we used 2SMR to advance understanding on the etio-
logical mechanisms of familial arrhythmogenic cardiomyopa-
thy (fACM). fACM is mostly caused by mutations in one of the 
five genes (DSP, JUP, PKP2, DSG2, and DSC2) that encode 
proteins constituting the cardiac desmosome, a cell junction re-
sponsible for cardiomyocytes mechanical coupling [1].

OBJECTIVES

Because Mendelian traits can be considered as extreme 
manifestations of common complex traits and share with them 
genetic architecture [2], the objective of our investigation 
was to test whether common genetic variants at desmosomal 
genes would also be associated with the normal variability of 
cardiac conduction traits in the general population. We show 
how a 2SMR analysis based on careful design and instru-
mental variable (IV) selection can help prioritize laboratory 
experiments, which are ultimately necessary to demonstrate 
causality.

METHODS

We analysed data of 4342 Cooperative Health Research 
in South Tyrol (CHRIS) study participants [3], fitting linear 
mixed models to assess the association between 2742 im-
puted genotype variants, covering all five genes, and four 
electrocardiographic traits: the P-wave, PR, QRS, and QT 
intervals. Replication was assessed in three independent 
studies from the same (MICROS [4], N=636) or different 
(SHIP-START and SHIP-TREND [5], N=3779) geographical 
region. We interrogated the GTEx-v8 database [6] to assess 
associations with transcriptomic levels in the cardiac left ven-
tricle (N=386). Causality was assessed via Wald-ratio-based 
2SMR, followed by in vitro experiments on human induced 
pluripotent stem cell derived cardiomyocytes (hiPSC-CMs).

RESULTS

The QRS interval was significantly associated with a ge-
netic variant located in a genomic region shared between 
DSP and the promoter of DSP-AS1, a long non-coding RNA 
of unknown function. The association was replicated in the 
MICROS but not in the SHIP studies. The variant resulted as-
sociated with DSP-AS1 but not DSP expression. Supported 
by evidence of statistical colocalization, 2SMR highlighted a 
significant causal effect of DSP-AS1 on DSP expression and 
QRS interval. In vitro experiments in hiPSC-CMs, showed that 
downregulating DSP-AS1 expression resulted in the upregu-
lation of DSP expression and protein levels.
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CONCLUSIONS

The evidence that DSP can be regulated by intervening on 
DSP-AS1 makes the latter a potential target for pharmaco-
logical development for DSP-related diseases such as fACM. 
Coupling population-based genetic association studies with 
2SMR enabled efficient laboratory experiment prioritization 
to assess the causal molecular connections. Experimental val-
idation also resolved statistical uncertainties related to partial 
replication and the problem of overlapping samples in 2SMR.
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INTRODUCTION

Glioblastoma (GBM) is the most aggressive primary malig-
nant brain tumor in adults, characterized by rapid progression, 
high recurrence rates, and resistance to conventional therapies. 
The standard-of-care treatment, based on maximal safe surgical 
resection followed by radiotherapy and concomitant/adjuvant 
temozolomide (Stupp protocol), has modestly improved patient 
outcomes since 2005. However, the median overall survival 
(OS) remains limited to approximately 12–16 months, and pro-
gression-free survival (PFS) to 6–10 months. A major clinical 
challenge is the heterogeneity in patient response, which is par-
tially attributable to underlying genetic factors—both germline 
and somatic. While somatic drivers of GBM have been exten-
sively studied, the role of germline variation and its interaction 
with somatic alterations in modulating treatment response and 
survival outcomes remains underexplored.

AIM

The aim is to improve risk stratification in glioblastoma by 
developing and validating an interpretable machine learning 
model that integrates germline and somatic genomic altera-
tions with clinical variables, particularly extent of resection 
(EOR), to predict progression-free and overall survival. The 
model aims to:

 - enhance the early identification of patients at higher 
risk of rapid progression or death; and

 - uncover molecular signatures—across germline var-

iants, somatic mutations, and gene amplifications—that 
are indicative of a poor prognosis and may inform more 
personalised therapeutic strategies.

MATERIALS AND METHODS

We retrospectively analyzed a cohort of 119 patients di-
agnosed with primary GBM who underwent surgical resection 
at the Department of Neurosurgery, Udine Hospital, between 
2014 and 2019. Inclusion criteria were availability of high-qual-
ity tumor and blood samples, comprehensive clinical data, and 
follow-up. All patients received the Stupp protocol, and 44 pa-
tients (38%) were additionally treated with carmustine wafer 
implantation. Targeted next-generation sequencing (NGS) was 
performed using a multi-gene panel to profile both germline 
single nucleotide polymorphisms (SNPs) and somatic variants, 
including point mutations and gene amplifications. After quality 
filtering, 1,192 high-confidence germline SNPs were retained 
from an initial 4,680 variants. Somatic alterations in key on-
cogenes and tumor suppressors (e.g., EGFR, MDM2, TP53, 
PDGFRA) were encoded as binary features. We employed the 
GenNet framework, an interpretable deep learning architec-
ture tailored for genotype-phenotype prediction, to model PFS 
and OS as continuous outcomes. The model incorporated EOR 
and age as covariates and was trained using mean squared er-
ror (MSE) loss. Model performance was benchmarked against 
traditional machine learning methods, including Random Sur-
vival Forests (RSF), to assess prediction accuracy and feature 
interpretability.
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RESULTS

The median overall survival (OS) in the cohort was 16 
months (95% CI: 15–19), and the median progression-free 
survival (PFS) was 10 months (95% CI: 8–12). The median 
patient age was 60 years (95% CI: 52–69), and the median 
extent of resection was 98% (95% CI: 95–100).

The GenNet model achieved a test-set MSE of 63.93 for 
survival prediction (batch size = 32, learning rate = 0.001, 
epochs = 200, L1 regularization = 0.01). Key predictive fea-
tures included both germline and somatic variants in genes 
such as TP53, PAX7, PIK3C2G, CYLD, FGF5, ERG, PIK3R2, 
and ALK. The inclusion of somatic gene amplifications notably 
enhanced the model’s accuracy and biological interpretabili-
ty. In comparative analysis, GenNet outperformed traditional 
RSF models in both predictive power and feature attribution.

CONCLUSIONS

Our study demonstrates the value of integrating germline 
and somatic genomic information with clinical variables in 
predicting survival outcomes in glioblastoma. The interpreta-
ble deep learning model built using the GenNet framework 
provides insight into the genomic architecture of disease pro-
gression and holds potential for informing personalized ther-
apeutic strategies. These findings underscore the relevance of 
multi-omic modeling approaches in precision neuro-oncology 
and support further validation in larger, prospective cohorts.



317

INTRODUCTION

Gut microbiome profiling through 16S rRNA sequencing has 
emerged as a promising non-invasive tool for colorectal cancer 
(CRC) detection. Despite their predictive accuracy, machine 
learning (ML) models often struggle with interpretability, espe-
cially when dealing with high-dimensional and correlated mi-
crobial data. Ensemble methods such as random forests provide 
strong classification performance, but their internal mechanisms 
are opaque. The fuzzy forest (FF) algorithm extends the random 
forest approach by improving feature selection under multicol-
linearity, but still lacks direct interpretability of predictions. To 
address this limitation, explainability techniques such as Partial 
Dependence Plots (PDPs) can be used to visualize the marginal 
contribution of key features, enabling better understanding of 
the relationships between microbial taxa and disease risk.

OBJECTIVES

This study aims to enhance the interpretability of a micro-
biome-based classifier applied to Baxter et al.’s 16S rRNA 
sequencing dataset by using Partial Dependence Plots (PDPs), 
while also reducing feature importance bias by employing the 
Functional Forest (FF) method, which effectively addresses the 
limitations of Random Forests in handling highly correlated fea-
tures. PDPs allow for the visualization of the marginal effect of 
each microbial or clinical feature on the predicted probability 
of CRC. The goal is to offer interpretable insights into the nonlin-
ear and complex relationships captured by the FF model.

METHODS

We analysed faecal samples from CRC patients and 
healthy controls included in the Baxter et al.’s dataset. After 
centered log-ratio (clr) transformation of the data, we imple-
mented the fuzzy forest (FF) algorithm for feature selection and 
classification. FF enhances the standard random forest by in-
corporating recursive feature elimination and correlation clus-
tering, resulting in an unbiased ranking of features even in the 
presence of high multicollinearity. We then applied PDPs to the 
top-ranked microbial and clinical features. These plots allow the 
visualization of the marginal effect of each feature on the mod-
el’s predicted probability of CRC, offering a means to interpret 
the impact of each variable in isolation.

RESULTS

The PDPs highlighted non-linear and threshold effects for 
both microbial and clinical predictors in the Baxter dataset (Fig-
ure 1). Age showed a biphasic relationship with CRC proba-
bility: a decreasing effect up to around 65 years, followed by 
a marked increase in risk thereafter. Among microbial features, 
Porphyromonas (ASV 417) was positively associated with CRC 
in a monotonic pattern, whereas Faecalibacterium (ASV 471) 
and Paraprevotella (ASV 446) showed threshold behaviour, 
with CRC probability increasing only beyond certain abun-
dance levels. These results support the use of non-linear models 
for microbiome-based prediction tasks and highlight biologi-
cally plausible patterns in feature-response relationships.
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CONCLUSIONS

By combining fuzzy forest feature selection with Partial 
Dependence Plots, we constructed an interpretable and ro-
bust modelling pipeline for microbiome-based CRC predic-
tion. This framework enables a better understanding of the 
individual contribution of microbial and clinical features to 
model predictions, enhancing both scientific interpretability 
and clinical relevance.
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Figure 1. Partial dependence plots (PDPs) from Baxter et al.’s study. They illustrate the 
non-linear and complex relationships between the key microbial and clinical features 

and the CRC prediction outcome.
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INTRODUCTION

The use of the stepped wedge cluster randomized trial 
(SWT) design to assess the effect of interventions in real-world 
settings has gained considerable popularity in recent years 
[1]. In this design, all clusters begin in the control condition, 
and the intervention is sequentially and randomly rolled out 
until all clusters transition into the intervention condition [2]. 
The unique characteristics of this design–for example, the uni-
directional crossover to the intervention, variation in the timing 
and duration of exposure across clusters, and repeated meas-
urements within clusters–pose additional statistical challenges 
that must be addressed when defining models to evaluate the 
effects of interventions [3]. 

In the context of meta-analysis, the inclusion of outcome 
data from SWTs requires careful methodological considera-
tion. While analytic approaches for incorporating data from 
parallel cluster randomized trials have been well-document-
ed [4], these methods are frequently misapplied in practice, 
with many analyses failing to properly account for clustering 
[5]. Given the added complexity of SWT designs, the poten-
tial for analytical errors, such as model misspecification [6], is 
expected to be higher. Currently, no established methods ex-
ist for synthesizing evidence from SWTs within meta-analyses, 
underscoring an important methodological gap that warrants 
attention.

OBJECTIVES

This study aims to examine the effects of including misan-
alyzed SWT in meta-analysis through a series of simulations. 

METHODS

RCT and SWT datasets were simulated. RCT datasets 
were generated with a balanced two-arm design (treatment 
and control), assuming a normally distributed treatment effect 
with a mean difference of 0 and a fixed sample size of 1000 

participants per study. SWT datasets were generated based 
on a repeated cross-sectional design with 5 time points, 50 
observations per cluster, an average treatment effect of 0, an 
error variance (σ2) of 5, and a random cluster effect (τ2) of 
1. Eighteen data-generating scenarios were considered, var-
ying in number of clusters (20, 40 or 60), random treatment 
effect (η2 = 1, 2 or 3), and random time effect (absent (γ2 = 
0) or present (γ2 = 1)). For simplicity, no correlation between 
random effects was included. 

Each SWT dataset was analyzed using three linear 
mixed-effects models: 

1.  Unadjusted for time: y ~ treatment + (1 | cluster)
2.  Hussey and Hughes model: y ~ treatment + time + 

(1 | cluster)
3.  Extended model accounting for random treat-

ment and random time effects, where appropriate: 
	 y ~ treatment + time + (1 | cluster) + (0 + treatment 
| 	 cluster) + (1 | clustertime)
For each model, the estimated treatment effect and stand-

ard error were extracted. Meta-analytic datasets were then 
constructed, each consisting of 3 RCTs and 1 SWT. To enable 
direct comparison across the three models, each SWT data-
set was included in three separate but matched meta-analyt-
ic datasets per scenario. For each scenario, random-effects 
meta-analysis was done using the Sidik-Jonkman estimator 
of between-study heterogeneity. Model performance was 
assessed by calculating the mean of the pooled effect sizes, 
along with bias, model-based standard error, coverage, and 
the percentage of statistically significant results out of 1000 
pooled effect sizes at p<0.05. 

RESULTS

The model unadjusted for time consistently yielded the 
highest percentage of statistically significant results (based 
on 1000 meta-analyses per scenario), followed by the Hus-
sey and Hughes and the extended model (Figure 1). Out 
of 18 scenarios, the unadjusted model exceeded the alpha 
threshold of 5% in 9 scenarios (50%), whereas neither the 
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Hussey and Hughes model nor the extended model exceed-
ed this threshold in any scenario. Compared to the extended 
model–considered the correctly specified model in the simu-
lations–the model unadjusted for time yielded, on average, 
3.5% more statistically significant results with a maximum 
difference of 5.8%. The Hussey and Hughes model pro-
duced a smaller difference, on average, 1.2% more statis-
tically significant results with a maximum difference of 2.2%. 

In terms of coverage, the extended model produced the 
highest coverage probabilities, while the unadjusted model 
yielded the lowest. In contrast, the pooled effect size and 
associated bias averaged over all iterations per scenar-
io were 0 (Monte Carlo standard error ranging from 0 to 
0.01), consistent with the treatment effect set during the data 
generation process. 

CONCLUSIONS

The inclusion of SWT data analyzed using misspecified 
models in meta-analyses can lead to inflated false-positive 
findings and potentially misleading conclusions about the 
effect of interventions. Researchers doing meta-analysis that 
include SWTs should exercise caution in evaluating the ap-
propriateness of the underlying analytic methods to ensure 
valid and reliable inferences. 
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Figure 1. Percentage of statistically significant results across scenarios
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BACKGROUND

In many clinical settings (especially, in cancer studies), 
prognostic indices are defined in order to stratify patients with 
respect to the risk of occurrence of a specific outcome, on the 
basis of a subset of clinical variables.  In the practice, based 
on the class of risk of the patient, clinicians may decide the 
patient management or may tailor the treatment. Thus, the 
prognostic groups must correspond to “clinically relevant” dif-
ferences with respect to the outcome of interest. In the context 
of survival outcomes, a good prognostic classification should 
satisfy at least the following properties: (1) the groups must 
correspond to “well separated” survival curves, (2) the order 
of the prognostic levels must be retained in all cohort of the 
same clinical setting, (3) the groups must be reliable in terms 
of size, (4) the classification should give a good survival pre-
diction. The assessment of prognostic indices is usually per-
formed by using scores (e.g. the Brier score [1], the c-index 
[2] or the D-index [3]), which only evaluate one or two of 
these characteristics.

AIM

In order to have a more comprehensive evaluation of a 
prognostic index, we defined a new measure of prognostic 
index evaluation for survival outcomes and its performance 
has been compared to the one of commonly used scores.

METHODS

The Expected SEParation (ESEP) index is a new score, which 
represents the expected difference between the survival times 
of any two patients, given that they belong to “consecutive” 
risk groups (defined by the prognostic index to evaluate). In the 
common censored data setting, the estimation of the ESEP in-
dex relies on the estimation of the restricted mean survival time, 
which is performed in practice by using an approach based on 
pseudo-values [4]. This new score has several advantages: 1) it 

evaluates properties (1-3) of a prognostic index, 2) it is based 
on the restricted mean survival time, which can be used even in 
case of non-proportional hazards assumption, 3) thanks to its 
definition, the value of the ESEP index can be judged by physi-
cians with respect to their clinical goals. 

The performance of the ESEP index was evaluated and 
compared with respect to several measures defined in the 
field through an extensive simulation study. The simulated data 
were generated mimicking challenging issues characterizing 
real-world settings. The different scenarios were defined by 
varying: the sample size, the percentage of censored data, 
the patient stratification. By using cross-validation, the several 
measures were also compared on public real data (such as, the 
Whitehall I Study). 

RESULTS

Overall, in the simulation study, the ESEP index outper-
formed the other scores by enabling to identify wrong prog-
nostic classifications, even in case of small sample size and/
or high percentage of censored data. The same behaviour 
was also observed when comparing different prognostic clas-
sifications on public real data, such as the Whitehall I Study. 
In particular, differently from the other measures, the ESEP in-
dex maintained the property of clearly distinguishing the per-
formances of the prognostic indices even when considering 
subsamples of the entire dataset (and thus in case of reduced 
sample size).

CONCLUSIONS

The ESEP index was able to well assess and discriminate 
prognostic models on several simulated scenarios and on real 
data, even in challenging scenarios. Moreover, since it eval-
uates three out of the four properties of a prognostic index, it 
is sufficient to use it together with a measure of survival pre-
diction (such as the Brier score) to achieve a complete assess-
ment.
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INTRODUCTION

In the field of time series, in particular in the study of mor-
tality or other disease event curves, one of the most broadly 
used methods is the joinpoint (JP) described by Kim et al. [1]. 
Despite the present methodology was specifically designed 
to fit mortality or incidence data, it has some practical limita-
tions such as high computational time, its usage is constrained 
to the Joinpoint statistical software, meaning that there is less 
flexibility in adapting the model to different types of gener-
alized linear model (GLM) regressions or repeated measure 
outcomes.

OBJECTIVES

In this study, we aimed to compare the JP method, the 
segmented model proposed by Muggeo [2], and the Opti-
mal Knots for Linear Spline (OKLS) regression, a new method 
introduced in this work, highlighting the strengths and weak-
nesses of each approach across various scenarios.

METHODS

Given the general formula that represents the regression 
model of the dependent variable y on a regressor x with k 
knots:

yᵢ = β₀ + β₁xᵢ + δ₁(xᵢ − τ₁)⁺ + ... + δₖ(xᵢ − τₖ)⁺ + εᵢ⁽ᵏ⁾
where the τi’s are the unknown joinpoints, δₖ  are the dif-

ference in slopes between consecutive segments and (xᵢ − τⱼ)⁺ 
= xᵢ − τⱼ for xᵢ − τⱼ > 0 and 0 otherwise. In JP regression a grid 
search over the τ₁,…,τk is applied where at each step of the 
grid search the least squares estimates for the other parame-
ters are found by linear model methods, and the set that mini-
mizes the residual sum of squares is chosen. A permutation test 
is then performed to assess the significance of the new knots 
included in the model sequentially. 

The segmented regression proposes to define the term
(xᵢ − τⱼ)⁺ = (xᵢ − τⱼ⁽⁰⁾)⁺ + (τⱼ − τⱼ⁽⁰⁾)(−1)I(xᵢ > τⱼ⁽⁰⁾) following 

the first-order Taylor’s expansion around the knot τⱼ⁽⁰⁾. In the 
case of a single breakpoint, we can iterate the optimization of 
the finding of the optimal knot redefining the formula at each 
step s as follows:

yᵢ = β₀ + β₁xᵢ + δ(xᵢ − τ⁽ˢ⁾)⁺ + γ(−1)·I(xᵢ > τ⁽ˢ⁾) + εᵢ⁽ᵏ⁾

where γ = δ(τ − τ⁽ˢ⁾). After having fitted the model, the 

breakpoint can be updated as τ⁽ˢ⁺¹⁾ = γ̂δ̂  + τ⁽ˢ⁾ until conver-
gence.

In OKLS regression we propose to fit a linear spline start-
ing from a high number of knots (we suggest k=√n) and then 
iteratively remove the knots where a significant change in the 
slope is found after having defined the place of the break-
points that maximize the likelihood of the model. To be more 
parsimonious and to avoid overfitting, a Bonferroni adjust-
ment is applied when testing for the change in slope dividing 
the level of significance α=0.05 by the number of knots. The 
algorithm stops when all changes in slopes are statistically 
significant, if present.

Eight different scenarios were simulated to compare the 
method performances. Four pairs of different numbers of ob-
servations and knots were considered and, for each pair, a 
dependent variable imposing a pseudo R2 of 0.3 and 0.7 
was generated: 15 observations and 0 knots (scenarios 1 
and 2), 10 observations and 1 knot (scenarios 3 and 4), 25 
observations and 3 knots (scenarios 5 and 6) and 50 obser-
vations and 5 knots (scenarios 7 and 8).

RESULTS

When the number of knots was not prespecified, the three 
methods showed similar performances in scenarios 1, 2 and 4 
while the OKLS model showed to be more accurate in the other 
scenarios (Table 1). When fixing the correct number of knots, 
based on the Root Mean Squared Error (RMSE), JP showed 
the best performances in estimating the regression parameters 
and the knots 16.7% and 0% of the times, respectively, seg-
mented 20.8% and 0% while OKLS 62.5% and 100% of the 
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times (Table 1). JP was the most efficient method in scenarios 
1,2,3 and 4 where the number of observations and knots was 
smaller showing the lowest computational times. Segmented 
and OKLS were faster at increasing number of observations 
and knots (scenarios 5,6,7 and 8).

CONCLUSIONS

This study allowed us to compare the performance of 
three methodologies for fitting mortality curves. The method 
we proposed demonstrated strong performance in estimating 
regression parameters as well as in identifying the number 
and placement of knots, outperforming both the JP method, 
considered the gold standard in this field, and the segment-
ed model, a commonly used approach for fitting piecewise 
regressions. Future research should focus on evaluating the 
predictive performance of these methodologies.
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INTRODUCTION

Leber Hereditary Optic Neuropathy (LHON) is a rare ge-
netic neurodegenerative disorder of the optic nerve, caused 
by mitochondrial DNA (mtDNA) pathogenic variants. It leads 
to sudden and severe central vision loss, mostly bilateral, typ-
ically in young adult males (onset age 18–35), though cases 
from 2 to 87 year of disease onset have been reported [1]. 
LHON has incomplete penetrance: all family members may 
carry the causative mtDNA pathogenic variant, but only some 
develop the disease phenotype. No definite predictors of dis-
ease conversion exist. However, subclinical signs can be de-
tected through Optical Coherence Tomography (OCT), which 
vary between LHON asymptomatic carriers and symptomatic 
patients [2,3,4]. OCT is a non-invasive imaging technique 
that measures the thickness of retinal layers and optic nerve 
fibers. We used the DRI OCT Triton (Topcon), a swept-source 
multimodal imaging OCT device. LHON asymptomatic car-
riers may show early retinal alterations, while symptomatic 
individuals in the acute phase (within 6 months from onset) 
present distinct OCT phenotypes. Identifying putative OCT 
parameters predicting clinical conversion is an urgent unmet 
clinical need.

OBJECTIVES

To apply unsupervised clustering techniques to OCT data 
to identify latent subgroups of eyes with similar structural pat-
terns, and assess their coherence with known clinical classes.

METHODS

We analyzed 173 eyes from symptomatic LHON patients 
(acute phase), asymptomatic LHON carriers, and healthy 
controls, based on 41 OCT parameters related to Ganglion 
Cell Layer (GCL), Retinal Nerve Fiber Layer (RNFL), and cho-
roidal thickness. Data were normalized and clustered using: 
(1) Non-negative Matrix Factorization (NMF) via Brunet and 
Lee methods, running 50 iterations with cluster number (k) op-
timization based on internal quality indices [5]; (2) K-means 
clustering with optimal k selected using Elbow and Gap sta-
tistics. We also constructed a complete ExpressionSet object 
including phenotypic and clinical metadata to facilitate inte-
gration and visualization [5].

RESULTS

All methods identified an optimal partition into 3 clusters, 
broadly consistent with the clinical classification. Brunet-based 
NMF outperformed Lee-NMF in capturing the clinical struc-
ture (purity 0.601 vs 0.572; entropy 0.744 vs 0.784), likely 
due to its ability to model sparse data, such as OCT matri-
ces where a few variables dominate the individual profiles. 
Then, the extracted metagenes (partitions) showed localized 
structural patterns in RNFL and GCL sectors. K-means also 
separated groups meaningfully, although with more overlap, 
especially among symptomatic eyes.
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CONCLUSIONS

Among the clustering methods tested, Brunet-based NMF 
emerged as the most suitable for unsupervised stratification of 
LHON patients, carriers, and controls based on OCT data. Its 
advantage lies in the ability to highlight sparse but informative 
features — i.e., those OCT parameters that best discriminate 
between clinical groups — allowing for more distinct pheno-
typic clustering. These findings support the use of data-driven 
approaches for structural profiling and future development of 
predictive tools for LHON conversion. 
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INTRODUCTION

Longer life expectancies and increasing prevalence of 
chronic diseases drive up demand for healthcare services 
and related costs. In Italy, 32% of people aged 65 and over, 
and 48% of those over 85, have major chronic conditions and 
multimorbidity [1]. In 2019, individuals aged 65 and over ac-
counted for 46% of hospital admissions and 60% of phar-
maceutical expenditures, highlighting the significant burden 
of aging on the healthcare system [2]. In terms of costs, pop-
ulation’s segments with high prevalence of chronic conditions 
account for a large portion of healthcare spending [3,4,5]. 
Accurate predictions of future costs for the whole population 
and for key segments is crucial for healthcare planning.

AIMS

To predict yearly direct healthcare costs based on data of 
past National Health Service (NHS) resources utilization for 
the whole population and for high impacting segments. As a 
motivating example, we applied our approach to the dialysis 
patients’ segment.

METHODS

Using administrative healthcare databases, we traced 
NHS resource utilization (i.e., access to inpatient and out-
patient services, drug dispensations) and associated costs 

for each individual aged ≥18 assisted by the Health Protection 
Agency of Bergamo (Northern Italy) between 2011 and 2023. 
We analyzed total cost (TC) as the sum of all services and dis-
pensations costs, total scheduled cost (TSC) as the sum of sched-
uled inpatient visits, all outpatient visits and dispensations costs, 
and scheduled services cost (SSC) as the sum of scheduled in-
patient visits and all outpatient visits costs. In the present abstract 
we focused on TC prediction.

We used a supervised machine learning approach, namely 
random forest (RF) algorithm with 500 trees, to address the pre-
diction problem [6,7]. We trained the algorithm on the 70% of 
individuals’ data from 2011 to 2015 (n=815,553) with their TC in 
2016 as outcome. The 373 input variables included demographic 
features (such as age and sex) and NHS utilization data over the 
4-years period 2011-2014 and in 2015 alone, in order to assess 
if 2016 cost was more associated with subjects’ behavior over 
the preceding year or with their historic behavior. As test sets, we 
used the remaining 30% of the dataset (hereafter 2011-16 set) 
and the subsequent years’ datasets (2012-17, 2013-18, 2014-19, 
2015-20, 2016-21, 2017-22, and 2018-23 sets). We considered 
variable importance, measured as the percent increase in mean 
squared error (MSE) when a given variable is permuted, as a 
measure of each predictor’s impact on the outcome.

For each test set, actual and predicted TCs for the whole 
population were calculated as the sum of all individuals’ actual 
and predicted TCs, respectively. The ratio of the difference be-
tween predicted and actual population TCs to actual population 
TCs was used as measure of the prediction error (PE). PE=0% 
indicates a perfect prediction, PE >0% or <0% suggests overes-
timation or underestimation of the actual TC.
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Finally, we defined dialysis patients as those who had at 
least one access to outpatient dialysis services. For this seg-
ment, we calculated the mean and sum of predicted and ac-
tual TCs, and PE. Also, we derived a variability interval for 
the mean predicted TC based on the 2.5 and 97.5 quantiles 
of the distribution of the mean TCs predicted by each tree for 
subjects included in the segment. 

RESULTS

The mean actual annual population TC in the period from 
2011 to 2023 was €1,023,636,867 (range: 944,632,707 
– 1,111,657,382). High-cost subjects (>€15,000 yearly), ac-
counting for less than 1% of the annual population, absorbed 
more than 27% of annual TC.

Top 3 most important variables in the RF were the num-
ber of outpatient accesses to dialysis over the preceding year, 
and the frequency of laboratory tests and outpatient services 
over the 4 preceding years. 

Figure 1 shows the PEs calculated across all test sets, over-
all and in the dialysis patients’ segment. Overall, PEs ranged 
from -3.1 to -1.9 across 2011-16 to 2014-19 sets (for 2014-
19 set, actual annual population TC: €1,031,200,509; pre-
dicted annual population TC: €1,011,869,922), and widely 
increased from 2015-20 (range from -6.9 to 8.7; for 2015-20 
set, actual annual population TC: €944,632,707; predicted 
annual population TC: €1,026,878,752) 

For the dialysis patients’ segment, the lowest PE (-0.7%) 
was observed in the 2011-16 set (actual mean TC: €38,536; 
predicted mean TC [variability interval]: €38,259 [35,542 
– 41,112]), while the highest was -5.4% in the 2016-21 set 
(actual mean TC: €38,883; predicted mean TC [variability 
interval]: €36,785 [33,967 – 39,342]).

 
Figure 1. Prediction errors of total cost, overall (blue dots) and for the dialysis patients’ segment (light blue dots) across all test sets. Ab-

breviations: ACT=actual total cost, PTC=predicted total cost.

CONCLUSIONS

Using a machine learning approach, we predicted health-
care TCs based on individual data of past utilization of NHS 
for the whole population and a high impacting segment. Predic-
tions based on the algorithm trained on data from 2011 to 2015 
were consistent until 2019, understandable given the COVID-19 
pandemic in 2020. Results highlight the pandemic’s impact on 
the model performance, leading to overestimation of the actual 
TC in 2020 and underestimations thereafter. Future steps include 
the identification of key segments and the update of the training 
algorithm on the subsequent years’ datasets. This is a useful tool 
to assist HPA in resource allocation, e.g. as an integration to the 
monitoring of chronic diseases in the population. 
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INTRODUCTION

In clinical and epidemiological research, risk factors vary 
throughout the observation period. Time-dependent covari-
ates reflect evolving exposures and provide a dynamic view 
of the individual. In longitudinal settings, repeated observa-
tions within a subject are typically correlated and this corre-
lation often decreases as the time interval between measure-
ments increases. 

Handling variables that change over time can be chal-
lenging in survival analysis framework, especially when their 
values are influenced by the outcome process itself. This inter-
dependence may limit their application during specific phases 
of the analysis [1,2]. The extended Cox model provides a ro-
bust approach to incorporate such variables under a properly 
specified time-dependent structure [3,4] and is widely used in 
epidemiological settings. However, it is common practice, es-
pecially in cohort studies, to simplify time-varying covariates 
by relying on baseline measurements, potentially introducing 
bias when assessing the instantaneous risk.

OBJECTIVES

This contribution aims to assess the impact of modeling 
time-varying covariates as fixed at baseline within Cox mod-
el. A series of simulations was conducted to quantify the re-
sulting information loss and identify key factors driving the 
discrepancy in results between baseline and time-dependent 
specifications. 

METHODS

Simulation data were generated for 1.000 individuals, 
with a single time-dependent covariate drawn from a stand-
ard multivariate normal distribution. The covariance matrix 
was modeled with a first-order autoregressive structure, set-
ting the coefficient  to 0.3,0.6 and 0.9. The repeated meas-
urements, defining the number of change-points, were evenly 
spaced over a fixed maximum follow-up, with the number of 
measures M set to 4, 8, or 16. Event times were generated 
using a Weibull distribution with shape parameter k set to 
0.5,1 and 2, reflecting decreasing, constant and increasing 
hazard rates. The covariate effect size (log-hazard) was set to 
0,0.2,0.4 or 1. Survival and censoring times were simulated 
using the permutational algorithm described in [5]. The ex-
pected censoring rate was approximately 50%. Baseline and 
time-dependent models were implemented and compared 
across 1000 repetitions for each scenario. For both models, 
the distributions of the estimated coefficients and their differ-
ence (, bias, and empirical statistical power were assessed 
over the simulation runs. 

RESULTS

The highest  discrimination between the models (median  
was observed in lower correlation and higher measurement 
frequency scenarios. Baseline models underestimated the true 
covariate effect, as shown in Table 1. Other scenarios based 
on a different number of measurements reflected these patterns.
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κ = 1 κ = 0.5 κ = 2

β ρ β̂ Bias Rel. Bias HR β̂ Bias Rel. Bias HR β̂ Bias Rel. Bias HR

0.2
(HR=1.22)

0.3 0.06 -0.14 -0.68 1.07 0.13 -0.07 -0.36 1.14 0.01 -0.19 -0.93 1.01

0.6 0.10 -0.10 -0.51 1.10 0.14 -0.06 -0.29 1.15 0.04 -0.16 -0.79 1.04

0.9 0.16 -0.04 -0.20 1.17 0.18 -0.02 -0.09 1.20 0.13 -0.07 -0.33 1.14

0.4
(HR=1.49)

0.3 0.12 -0.28 -0.69 1.13 0.26 -0.14 -0.35 1.30 0.03 -0.37 -0.93 1.03

0.6 0.18 -0.22 -0.55 1.20 0.29 -0.11 -0.28 1.34 0.08 -0.32 -0.81 1.08

0.9 0.32 -0.08 -0.19 1.38 0.36 -0.04 -0.09 1.44 0.27 -0.13 -0.32 1.31

Note: mean values across the repetition were reported
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Across all scenarios, correlation decrease between re-
peated measurements led to a progressive increase in the rel-
ative bias of the estimates. This pattern can be relieved espe-
cially in the increasing hazard rate (k=2) settings, meanwhile 
the underestimation was mitigated in decreasing hazard rate 
scenarios (k=0.5).

Moreover, baseline model power improved with higher 
correlation between measures; conversely, low correlation 
reduces power, especially when measurement frequency is 
high. This relationship holds across various effect sizes. Type I 
error remained controlled in all conditions.

CONCLUSIONS

Our study shows that relying on baseline covariates may 
lead to underestimation of the true association between var-
iables and outcomes, particularly in scenarios with frequent 
measurements and low correlation between repeated values. 
In these settings, the negative bias grows, revealing that the 
baseline value fails to represent the trajectory of the covariate 
adequately and in some extreme configurations indicates a 
near-complete failure to detect the effect. A limitation of our 
work is using a simulation framework based on controlled 
assumptions, which may not fully capture the variability and 
complexity of real-world data. Future research will move to-
wards a formalization of these relationships, while also ex-
amining broader settings and additional factors to strengthen 
these findings. Moreover, future efforts will focus on applying 
these insights and pursuing further explorations within envi-
ronmental epidemiology framework, which is characterized 
by a large amount of data, as well as numerous challenges 
in individual exposure assessment that may interact in various 
ways with the time-dependent dynamics of exposure.
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INTRODUCTION

World Health Organization (WHO) has estimated that 
4.2 million premature deaths were attributable to ambient 
(outdoor) air pollution in 2019 [1,2]. The effectiveness of reg-
ulatory actions aimed to improve air quality are frequently 
evaluated by forecasting the specific impacts that these meas-
ures will have on public health outcomes, such as reductions 
in hospital admissions or morbidity and mortality rates, fol-
lowing their implementation. Mainly, the regulatory actions 
act on long-term exposure to pollution. As consequence, the 
most common measure in this context is the calculus of attrib-
utable deaths (ADs) to levels of air pollution. ∆Ds, can be 
expressed mathematically using the following equation:

where M_0 is the baseline mortality rate, Δz is the pre-
dicted or observed change in ambient concentrations (z - zf), 
pop is the size of the target population, and R(β, Δz) is the 
relative risk function of a vector of unknown parameters β. 
In this context, R(β, ∆z) denotes the ratio of the probability of 
an adverse event occurring over a fixed period for a popu-
lation exposed to z compared to the probability if the same 
population were instead exposed to zf and it is also called 
exposure-response function. Generally, it is used ERF as line-
ar shape. Nevertheless, in the last years, several studies have 

shown that this association is better presented as non-linear 
form [3,4]. One of the first proposal for non-linear ERF con-
sisted of considering the log of pollutant’s concentration, but 
in recent year new non-linear ERFs were proposed. In par-
ticular, Shape Constrained Health Impact Function (SCHIF) 
proposed by Nasari et al. in 2016, has the specific aim to be 
used for health impact assessment [5]. This model is stated on 
a sigmoidal relative risk shape that appropriately describe the 
hypothetical bound between air pollution and health’s risk.

OBJECTIVE

The aim of this work is to compare these three ERFs (linear, 
log-linear and SCHIF) in the calculus of ADs through a simu-
lation study, when the relationship between air pollution and 
mortality is supposed to have a sigmoidal shape.

METHODS

Firstly, a large cohort study (n = 100,000) was generat-
ed. For each subject two covariates were considered PM₂.₅ ~ 
N(15, 2.5) and age ~ N(52, 5), aiming to reproduce a realis-
tic scenario [4,5]. Survival times were generated using a par-
ametric model based on an exponential distribution for both 
censored and uncensored observations. For the censored 
observations, a risk of λc = 0.00035 was set. For the uncen-
sored observations, a risk of λT = 0.0012 was used, along 
with the following coefficients: β = 0.03 for PM₂.₅ and γ = 
0.07 for age. The coefficient β was weighted by a logistic 
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weighting function to obtain a sigmoidal shape. Eleven sce-
narios were evaluated, varying the location parameter (µ) 
from the 5ᵗʰ to the 50ᵗʰ percentile of the distribution of z and 
one based on pure logarithm shape. Therefore, ADs were cal-
culated for each scenario, using five different ERFs: linear (L), 
log-concentration (Log), optimal SCHIF (O), ensemble of best 
three SCHIF (E3B) and ensemble of all models SCHIF (EA). 
The European population aged 30+ was set as population; 
the counterfactual scenario was based on the WHO 2021 
Air Quality Guidelines (PM₂.₅ < 5 µg/m³ per year) and the 
estimated β from the five different ERFs for PM₂.₅ was consid-
ered. The percentage change of each ERF from the attributa-
ble deaths simulated (considered as true) was reported as the 
median of the 1.000 replications.

RESULTS

We observed that the performance of each ERF varies 
over every considered setting. O and E3B models appear to 
be more stable than other ERFs (Δ% 0 to 15 and Δ% 5 to 17, 
respectively) in settings based on a sigmoidal shape. If the 
curvature point in sigmoidal shapes happens at lower con-
centrations, the L model remains an acceptable approxima-
tion of the true shape, Δ% -39 to 9 (setting 5 to 20). SCHIF 
O and E3B in these setting overestimate deaths, but no more 
than 15%. In the same scenarios the L and Log model reach-
es 84% and 174% of overestimates in ADs, respectively. On 
the other hand, the setting based on pure logarithmic shape 
both O and E3B models have worse performance compared 
to L and Log models. EA model underestimates ADs in each 
setting. 

CONCLUSIONS

This simulation study highlights the importance of select-
ing an appropriate ERF when estimating ADs to air pollution. 
When the true risk relationship is sigmoidal, SCHIF models, 
O and E3O, provide more accurate estimates than L and Log 
models, particularly when the curve inflects at higher pollutant 
concentrations, while it lacks accuracy in detecting correctly 
ADs in case of pure logarithmic shape. Linear model remain 
reasonable in context when the shape inflects at low concen-
trations or in pure logarithmic shape. In conclusion, the adop-
tion of non-linear models represents a significant advance-
ment toward more accurate health impact assessments of air 
pollution, but more complex scenarios should be evaluated to 
give robustness to SCHIF results. 
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Table 1. Attributable deaths are reported for each setting, along with percentage change with respect to simulated (true) deaths (first col-
umn). Linear (L), logarithmic (Log), optimal SCHIF (O), best three ensemble SCHIF (E3B), all models’ ensemble SCHIF (EA)

Set-
ting AD L ∆(%) Log ∆(%) O ∆(%) E3B ∆(%) EA ∆(%)

µ=5 237718 144545 -39% 223818 -6% 238701 0% 249085 5% 137025 -42%

µ=10 226152 186440 -18% 284495 26% 245591 9% 249121 10% 145139 -36%

µ=15 214894 207796 -3% 317079 48% 236554 10% 243606 13% 139837 -35%

µ=20 204116 223069 9% 338523 66% 234393 15% 236927 16% 142806 -30%

µ=25 193489 234385 21% 353349 83% 214574 11% 219462 13% 128863 -33%

µ=30 183023 241854 32% 363895 99% 209881 15% 212982 16% 127838 -30%

µ=35 172879 248262 44% 373684 116% 198342 15% 201901 17% 119199 -31%

µ=40 162825 254148 56% 380610 134% 182839 12% 184422 13% 108112 -34%

µ=45 152727 258234 69% 385618 152% 165088 8% 166401 9% 94293 -38%

µ=50 142272 261652 84% 389836 174% 158699 12% 159890 12% 90244 -37%

Log(z) 102441 63474 -38% 97603 -5% 45762 -55% 46169 -55% 18849 -82%
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INTRODUCTION

Osteogenesis imperfecta (OI) is a heritable connective 
tissue disorder primarily affecting type I collagen biosynthe-
sis, leading to brittle bones and skeletal deformities. Current 
pharmacological strategies provide only partial therapeutic 
benefits. Recent preclinical efforts have explored combined 
antiresorptive and ER-stress modulating therapies. Zebrafish 
(Danio rerio) models of OI, such as chihuahua (col1a1a mu-
tant) and p3h1 knockout lines, mirror key features of human 
disease and allow high-throughput skeletal phenotyping. Tra-
ditional microCT parameters, while useful, fail to capture spa-
tial morphological changes. Geometric morphometrics (GM) 
enables the quantification of shape variation, offering higher 
sensitivity in detecting treatment effects and genotype-spe-
cific phenotypes [1]. Analyzing biological shape under ex-
perimental conditions requires statistical tools that go beyond 
traditional size or volume measurements.

OBJECTIVES 

To develop and test a reproducible statistical pipeline 
for assessing shape variation and treatment effects in OI 
zebrafish models using 2D landmark data, with a focus on 
the methodological robustness of Procrustes ANOVA under 
small-sample conditions and the use of simulated data for 
model validation.

METHODS

The study used vertebral landmark data (10 2D landmarks 
per vertebra, three vertebrae per individual) collected from 
wild-type and mutant zebrafish (col1a1a and p3h1), each 
exposed to four treatments (control, 4PBA, ALN, combined). 
We performed Generalized Procrustes Analysis (GPA) to 
align configurations and remove non-shape variation. To 
assess treatment and genotype effects, we fitted Procrustes 
linear models (procD.lm) with interaction terms and permu-
tation-based ANOVA (n=3000) [2,3]. The small sample size 
was addressed through simulation of shape data using multi-
variate normal distributions based on the empirical mean and 
covariance structure for each group [4]. Additionally, Partial 
Least Squares (PLS) was used to investigate covariation be-
tween shape and treatment conditions [5]. PCA was used for 
visualization of simulated vs observed data in tangent space. 
Differences between real and simulated data were evaluated 
visually, verifying that shape variance was adequately cap-
tured.

EXPECTED RESULTS

We anticipate that genotype will significantly influence 
vertebral shape across all types, consistent with known skel-
etal phenotypes in col1a1a and p3h1 mutants. Treatment ef-
fects are expected to be more localized, with the combined 
antiresorptive and chaperone therapy potentially producing 
intermediate or synergistic changes in specific vertebral re-
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gions. Simulated datasets will allow us to confirm the statisti-
cal stability of Procrustes-based models under small-sample 
conditions, reducing the risk of false negatives and supporting 
experimental design optimization.

CONCLUSIONS 

This work illustrates a flexible and statistically sound 
framework to analyze shape data in biological models with 
limited sample sizes. Simulation of landmark configurations 
allowed us to confirm inference robustness and guide exper-
imental design. Geometric morphometrics, when paired with 
Procrustes ANOVA and multivariate simulation, can detect 
subtle effects and validate assumptions, providing a method-
ological advance for studies in morphometrics, imaging, and 
developmental biology.
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INTRODUCTION

Calibration of predictive models is essential to ensure the 
clinical reliability of risk estimates, particularly when decisions 
are based on well-defined probability thresholds. However, 
especially in machine learning (ML) applications, calibra-
tion is often overlooked, and model performance is typically 
evaluated using discrimination metrics alone [1,2]. Several 
calibration metrics have been proposed, including the Brier 
Score, Expected Calibration Error (ECE), Maximum Calibra-
tion Error (MCE), and Integrated Calibration Index (ICI). Each 
of these has limitations: for example, the Brier Score reflects 
a global average and may mask local errors; ECE and MCE 
are highly sensitive to binning strategies and become unstable 
with limited data; the ICI, while more robust, does not focus 
specifically on clinically relevant thresholds [3–5]. As a re-
sult, these metrics may fail to detect or emphasize calibration 
errors in the areas most critical for clinical decision-making.

OBJECTIVES

To introduce the Bayesian Calibration Error (BCE), a met-
ric that quantifies both the magnitude and concentration of 
miscalibration around a clinically relevant threshold, and 
to evaluate its use alongside the Absolute Calibration Error 
(ACE).

METHODS

BCE integrates three components: (i) quantile-based 
adaptive binning, (ii) a Bayesian formulation to estimate lo-
cal calibration error (LCE), which accounts for the number 
of events in each bin rather than relying solely on observed 

proportions, and (iii) a Gaussian weighting function centered 
around the decision threshold t. For each bin i, the mean pre-
dicted probability ppredi is compared with the expected value 
of the observed frequency, modeled using a non-informative 
Beta(1,1) prior. The posterior distribution becomes Beta(αₚₒₛₜ 
= 1 + k, βₚₒₛₜ = 1 + n – k), where k is the number of events 
and n is the number of observations in the bin. The local cali-
bration error (LCE) is then defined as: 

After defining a decision threshold t (i.e., a predicted prob-
ability associated with a clinical “action”), derived through 
decision curve analysis and/or clinician input, a Gaussian 
weight is assigned to each bin:

where σ (e.g., 0.1) controls the concentration around the 
threshold Weights are normalized to have unit mean. BCE is 
then computed as the weighted average of the LCEs. A high 
BCE indicates that miscalibration is particularly concentrated 
around the threshold.

We applied this approach to a dataset of 3,672 pregnant 
women carrying small-for-gestational-age (SGA) fetuses, 
enrolled in the TRUFFLE 2 multicenter study. Three predictive 
models were developed—Logistic Regression (LR), Random 
Forest (RF), and XGBoost—using 11 routine clinical variables 
to predict adverse perinatal outcomes. The decision threshold 
was set at t = 0.3 based on prior decision analyses.
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RESULTS

The incidence of adverse outcomes was 13%. ACE con-
firmed the same performance ranking across models (LR: 
0.0198, RF: 0.1126, XGBoost: 0.2290). However, BCE im-
posed a stricter penalty on RF (BCE = 0.1916) and an even 
higher one on XGBoost (BCE = 0.2633), indicating that mis-
calibration was concentrated around the decision threshold. 
Although the RF model showed a more pronounced local 
peak of miscalibration, XGBoost had a broader spread of 
error in bins adjacent to the threshold, resulting in a higher 
overall BCE. Conversely, the LR model maintained a low BCE 
(0.0216), suggesting good local calibration.

CONCLUSIONS

BCE complements global calibration metrics by quantify-
ing whether miscalibration is concentrated around the clinical 
decision threshold. While ACE reflects the average accura-
cy of risk estimates across the entire prediction range, BCE 
captures local consistency near the threshold, offering a more 
nuanced evaluation. This distinction is particularly important 
in clinical contexts, where decisions hinge on specific risk cut-
offs. When a clinical “action” threshold is defined, we rec-
ommend reporting both ACE and BCE to support informed 
model assessment. Moreover, BCE enables identification of 
models that, despite satisfactory global calibration, under-
perform near the decision threshold—and conversely, models 
with less favorable global performance that maintain ade-
quate reliability in clinically critical regions.
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Figure 1. Absolute Calibration Error (ACE) and (b) Local Calibration Error (LCE), weighted by proximity to the decision threshold. The red 
dashed line indicates the t=0.3 decision threshold, with the shaded red area representing the critical region defined by σ=0.1
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INTRODUCTION

Decision Curve Analysis (DCA) is a widely used frame-
work for evaluating diagnostic and prognostic strategies, as 
it explicitly incorporates the clinical consequences associated 
with decision-making [1]. Within this framework, Net Benefit 
(NB) is a key indicator of the clinical utility of a predictive mod-
el. However, the original NB formulation does not account 
for model calibration, despite strong evidence that poor cali-
bration systematically reduces clinical utility [2]. In real-world 
settings, many predictive models, particularly those based on 
machine learning (ML), often show suboptimal global cali-
bration compared to traditional statistical models, due to their 
greater complexity and susceptibility to overfitting.

Therefore, when focusing on a specific probability thresh-
old as a decision point, it becomes crucial to evaluate cali-
bration in the vicinity of that threshold. This targeted approach 
may lead to a different comparative assessment of the clinical 
potential of various predictive algorithms.

OBJECTIVES

To propose a pragmatic extension of DCA based on the 
concept of Weighted Net Benefit (WNB), in which a model’s 
utility is penalized more heavily for calibration errors in the 
decision-making region. This avoids discarding models that, 
while globally less calibrated, are reliable near the clinical 
threshold.

METHODS

The framework involves four steps:
i)  the decision threshold is defined a priori through 

DCA and/or clinical consultation;
ii)  calibration is assessed around the threshold using 

the Bayesian Calibration Error (BCE);
iii)  the weighted posterior standard deviation (wSD) is 

computed to quantify the statistical uncertainty associated 
with local calibration error (LCE) estimates;

iv)  NB at the predetermined threshold is adjusted ac-
cording to the following formula:

Specifically, the BCE is defined as the weighted mean of 
local calibration errors (LCE), calculated as the absolute dif-
ference between the average predicted probability in each 
bin and the Bayesian estimate of the observed event rate, 
computed as the posterior mean of a Beta(1 + k, 1 + n − k) 
distribution, where k is the number of events and n the total 
number of observations in the bin. Each LCE is weighted us-
ing a Gaussian function centered on the decision threshold, 
thus emphasizing calibration errors in clinically critical re-
gions.

The wSD is calculated as the weighted mean of the 
standard deviations of the posterior Beta distributions in 
each bin, using the same weighting function. This penalizes 
models not only for local miscalibration but also for greater 
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statistical uncertainty in the estimation of calibration error 
near the decision threshold [3]. In this way, the WNB pro-
vides a more cautious and context-aware estimate of clinical 
utility, allowing recognition of models that, despite subopti-
mal global calibration, provide reliable predictions around 
the decision threshold.

We applied this framework to a clinical dataset of 3,672 
pregnancies with small-for-gestational-age fetuses collected 
in the multicenter TRUFFLE 2 study. Three predictive models—
logistic regression (LR), Random Forest (RF), and XGBoost—
were developed using 11 clinical variables to predict adverse 
perinatal outcomes. NB and WNB were calculated at the de-
cision threshold t = 0.3.

Additionally, to assess prediction instability, NB and 
WNB were computed as the mean and standard deviation 
over 500 bootstrap replicates at the clinical threshold.

RESULTS

The incidence of adverse outcomes was 13%.
RF achieved the best discrimination after bootstrap opti-

mism correction (AUROC = 0.91, 95% CI: 0.85–0.94), while 
LR showed the poorest performance (AUROC = 0.71, 95% 
CI: 0.67–0.75). XGBoost had intermediate performance 
(AUROC = 0.83, 95% CI: 0.74–0.88).

At the threshold t = 0.3, LR showed a low NB (0.02 ± 
0.001) and an even lower WNB (0.01 ± 0.001), reflecting 
limited clinical utility at the threshold despite near-optimal 
global calibration.

RF yielded the highest NB (0.08 ± 0.002), though it re-
ceived the strongest penalty (WNB = 0.04 ± 0.001), while 
XGBoost displayed intermediate behavior (NB = 0.05 ± 
0.003; WNB = 0.03 ± 0.002).

These results suggest that, when discrimination is high, 
even a model with suboptimal calibration may retain clinical 
utility—if the expected decision quality near the critical region 
compensates for calibration penalties.

Low variability across bootstrap samples (SD ≤ 0.003) in-
dicates that both NB and WNB are highly stable around the 
clinical threshold t = 0.3 for all models (Figure 1).

CONCLUSIONS

The WNB offers a tailored evaluation of the clinical utility 
of predictive models by incorporating local calibration infor-
mation near the decision threshold.

This approach is not intended to replace traditional DCA 
but rather to serve as a methodologically coherent extension—
particularly relevant when comparing predictive algorithms of 
varying complexity in terms of calibration performance.

In clinical contexts where decisions are based on well-de-
fined thresholds, WNB can support more informed, reliable, 
and decision-centered evaluations.
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