
Introduction
Meta-analysis and problems of data accuracy 
Over the last century the volume of scientific-
medical literature has grown exponentially.In order
to facilitate the progressive assimilation of such
information, there has been a similar growth in the
need to critically and systematically synthesize
research.This process has been supported by the
use of the powerful tools such as meta-analysis and
reviews (narratives or systematic reviews). In fact
these tools allow researchers to evaluate a set of
simultaneous data, through making a summary of
the medical literature.They make use of the explicit
and reproducible methods for systematically
searching for, critically analyzing and producing
syntheses of individual studies [1].

Researchers originally began to develop quality
scales for experimental studies [2,3,4], however
now the interest of researchers is also focused on
observational studies [5-7]. An important
characteristic of meta-analysis is that the results are
determined both by the management in the meta-
analysis process and the features of the studies
included. The scientific rigor of potential primary
studies varies considerably and the common

objection to meta-analytic summaries is that they
combine results from studies of different quality [9].

If the quality of the data collected in primary
studies is inadequate, this may falsify the
conclusions of the review.

Therefore, researchers are now focusing their
efforts on implementing strategies to assess the
quality of studies [8-10].

The lack of a clear definition of quality represents
the first problem faced by those wanting to
undertake a quality assessment because it is difficult
to estimate something that is not clearly defined.

What is quality?
In the literature there is no specific definition

for defining the “quality” of studies. According to
Moher et al, “quality gives us an estimate of the
likelihood that the results are a valid estimate of
the truth” [9,11]. The process of quality
assessment implies classifying studies according
to a structured list of traits or items that are
reported in or determinable from a published
paper. These traits are presumed to predict the
accuracy of study results and the data reported in
the study, where accuracy is a function of both
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described and compared.
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express the truth.

Key words: meta-analysis, quality assessment



I T A L I A N   J O U R N A L   O F   P U B L I C   H E A L T H

systematic and random error, to detect potential
sources of bias in meta-analytic results and to
characterise the strengths and limitations of the
research in an area of study [12,13].

Often to each of these items is assigned a
number of points based on a priori judgement of
clinical investigators,which are then summed into
a ‘quality score’ that summarizes the essential
features of the many dimensions of quality [2,14].
These items should be independently evaluated
by at least two raters, who are blinded both to the
authors and the results of the study in order to
avoid conditioning of the raters to these elements
and to limit subjective components [15,16].
Differences among evaluators are resolved
through discussion and rereading. Finally, the
score is used to exclude low-quality studies from
the analysis or to weight the data of different
studies according to their quality scores, or as a
descriptive characteristic of the study, used to
explain study variability and heterogeneity [15].
The analysis of overlapping of the 95% confidence
intervals could be useful to confirm differences
between two groups [6,17,18].

Despite the double-rater and the blinding
judgement, many limitations of quality assessment
persists, such as the difficulty to quantify the items
and the lack of constraints in selecting an evidence-
based quality scale, which contribute to enhancing
the subjectivity of the instrument involved.

Limits of quality assessment
Difficulty to assess

Quality assessment is based on data and
information reported in primary studies that have
to then be explained in the full-text section of the
article. However, sometimes research studies are
poorly reported, so it could be possible that some
of the items are not reported in the text of the
article even if they are present in the study [19].For
this reason, well-designed but poorly reported
studies could be perceived as being of lower quality
than studies reporting more data, independent of
their validity [20].This represents the first problem,
which is difficult to resolve without requesting
further information from the authors.

Furthermore, it appears that quality is of a fairly
high dimension and possibly non-additive and
nonlinear, and that quality dimensions are highly
application-specific and hard to measure from
published information [14]. So the information
that can be derived from a quality assessment
becomes limited.

It is therefore necessary that the reporting of
research investigations has to be improved and
standardized [16,21-24].Over the last few years,the

overall quality of trials has significantly increased
[18], but this is not happened to the same extent
for observational studies which often still remain
considerably different from one and other.

Lack of evidence-based scale
Since 1980, when Chalmers developed the first

quality scale to assess primary studies included in
meta-analysis [2], more than 100 scales have been
developed [25],that vary dramatically in the quality
and quantity of the items included. Although
research methods experts list many similar
components of quality, their lists are rarely
identical,and the definitions of the items also varies
substantially. No standard lists of items exist, and
the used quality scales lack empirically-supported
components. Efforts are required to document the
link between the different items and the results of
meta-analyses. However, this is limited by the
intrinsic characteristic of study design. Moreover,
even when the same study design is considered,
different items impact on the results of different
areas of study [2,6].Despite these facts, focusing on
empirically-verified criteria is mandatory.

Another important controversial issue is the
scoring of items: some scales use gradation of
score within each of the items while others score
only their presence or absence [8]. In the first
case, different weights are given to different
items, but it is not done in any standardized way.
This therefore represents a vary important source
of subjectivity in considering the importance of
the different items on the total score. In this case
the challenge requires more effort, since the
entity of the item’s impact on the meta-analysis
result is more difficult to estimate. In any case, if a
different weight could be assigned to an item, it is
worth establishing a fixed score (without the
possibility of gradation) a priori, to limit the
subjectivity of the scoring.

A further matter to consider regards the scoring
process, i.e. if it has been determined by using the
summary quality score or by different scores which
consider the different groups of items. Even if
quality could be captured in one dimension, a
summary score would produce biased estimates of
effect [14], since it may mask important effects of
the individual quality components [19,26]. An
alternative way, that could prove to be a useful tool
to limit the amount of lost information, could be to
use a single item score, such as in a component
approach [4], or score of item categories obtained
by grouping items with similar purpose [15].The
former offers the advantage that evidence can be
incorporated more quickly than with the scale
approach [16], and that greater reliability is
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possible [8].The latter is less useful in experimental
studies than in observational studies, whose study
design is often not well standardized, for which
many items could be required to avoid any kind of
bias. Into each group, the sum of a single item
generates more different results (0-n) for different
studies than a single item score (0-unclear-1).
Therefore it is possible to obtain a regression
coefficient of the score with regards to the effect
estimates,and estimate the impact of that group on
the meta-analysis results.

How scoring items should be incorporated
within the analysis stage is a matter of ongoing
debate. Following the recommendation of the
Cochrane Collaboration and other experts in the
field, many meta-analysts assess quality [8] by
including only studies above some minimum score
[15] in a sensitivity analysis. Not all authors agree
with this approach, considering that some
information will be lost. Some have used quality
scores as a weighting variable in averaging across
studies (e.g., study weight= score/SE2)
[14,16,27,28], in order to improve signal/noise
ratio without excluding any study [16]. However,
weighting is not recommended, since weights
between item categories are not standardized,
therefore selecting them might lead to the
incorporation of larger subjective choices than by
selecting a cut-off level [15,29].To limit this effect,
it has been proposed that one should consider the
item score as a potential confounder, therefore to
use a regression model in which the quality score
and other variables are related to the effect
measure [18,29]. However in this process, the
possibility of random error has to be considered,
since a consistent number of results follows the
analysis of numerous items. Using weighting
according to a priori selected criteria or to
regression results assumes that there is a linear
relation between the estimates of quality and effect
estimates. It is possible that the scaling relation is
not linear and the weighting system is more
complex [16].An alternative approach would be to
consider the heterogeneity of the results from the
pooling of high quality studies, while excluding
low-quality studies if the results from the subgroup
analysis are less heterogeneous. However this
process leads to an overestimation of the impact of
the quality score on the results, because this is
presumed based on its grade of heterogeneity.This
is turn results in a selection of extreme values,
which could be due to chance.

Effects of drifting 
Difficulty in assessing a reliable finding

advocates the importance of obtaining an

acceptable concordance between raters, i.e.
reproducibility of a scale [30,31]. Silva Filho et al.
compared different quality assessment tools
applied to a group of clinical trials on the same
topic. It revealed that the concordance between
reviewers varied according to the instrument
utilized (D=0.12-0.53) and the Cochrane
Collaboration scale obtaining the major level of
concordance [1]. Reliability improvement could
be achieved by reading a standardized sheet in
which examples of scoring are given, thus
encouraging the raters to use the same yardstick.

Different ideas of quality without the constraints
to use a standardized method have lead to the
development of different scales: so it is not
surprising that these scales have yielded different
findings when they were used for the same
research, even reversing the effect direction
[8,13,30,32]. Unfortunately, quality scale are often
used to contrast, model, or modify meta-analysis
results without regard to the aforementioned
problems, as when used to directly modify weights
or contributions of individual studies in an ad hoc
manner [14]. In fact, many authors refuse the
quality-score approach, with some indicating
quality assessment as the most insidious form of
bias in the conduct of meta-analysis [29,33]. To
standardize the method for any topic, we need to
evaluate the impact of items on meta-analysis
results.To obtain this goal, it is necessary that meta-
analysts calculate the impact of any group of items
and that results are reported with their explicit
criteria given in full-text. Furthermore, the use of
the same unit will facilitate the pooling of the data.
Coefficient regression of correlation between
quality scoring of item groups and effect estimates
(metaregression), and the threshold level in which
the heterogeneity ratio between high and low
quality is smaller for each item group, could be a
good choice. If used separately they could lead to
random error and selection bias, while merging
them could limit this effect. Furthermore, this
process could be useful in future to calculate the
cut-off level for high and low quality studies, and
the extent of weighting with which low quality
studies could be analysed. In order to come to a
more cautious decision, it is necessary to also
consider the number of “unclear” items. In doing so
we obtain a quality scale system that fits itself to the
data set, avoiding subjectivity and non-applicability
of some of the criteria on all of the topics.

Quality assessment of experimental studies
Randomized controlled trials provide the best

evidence of the efficacy of medical intervention,
even if the validity of their results depends on the
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correct manner in which to conduct the study
and on the control of bias. In fact, the
interpretation and application of the results
depends on the proper conduct of the
randomization process, the description of the
patients accepted as well as of the patients not
accepted in the trial, the experimental and
supplementary treatment regimens, those who
withdrew, the blinding method used (where
appropriate), testing of how well the rules have
been followed and the use of proper statistical
analysis. Several studies suggested that specific
measures of trial quality, such as concealment of
random allocation, blinding of patients and
outcome assessors, handling of dropouts may
significantly influence observed treatment effects
in single studies and meta-analysis results. There
are a number of reasons for attempting to develop
a useful technique to assess the quality of a
randomized controlled trial. For example, in many
instances small and inconclusive studies have
been reported to show no effect of a therapy that
seemed promising enough to warrant
independent studies. It is conceivable that useful
clinical effects might be better understood and
accepted if one could combine the data from
several well-designed studies. On the other hand,
large studies sometimes have conflicting
conclusions. Avalid resolution of conflicting
conclusions would be facilitated by an assessment
of quality [2].

Two of the most important and diffuse quality
scales, Jadad system [3] and Chalmers’ scale [2]
are described in the following section.

The Jadad system consists of three topics
(description of randomisation, of blinding, of
withdrawals and drop outs) that are directly
related to reducing bias.The possible answers to
all the three questions are yes/no. There are five
possible points for its quality score: three single
points for yes responses and two additional points
for appropriate methods of randomization and
ensuring blindness of allocation. If for the
additional points give a negative answer, we have
to reduce the score of -1. So, the highest score is
5, and the lowest one is -2.The trial is judged to be

of bad quality if the total score is < 3. In Table 1 an
example of Jadad scoring system is described.

Chalmers’ scale analyses four aspects of an RCT
in its assessment of the quality of the research: 1)
basic descriptive material, 2) the study protocol,
3) the analysis of the data, and 4) data useful for
potential combining of several RCT results. Data
regarding the four different aspects are filled in
four different forms. In particular, the Form 1
includes basic identifying data and other
elements, such as whether or not the journal
articles are known to be peer reviewed;sources of
financial support for the trial; whether or not a
biostatistician is an author or mentioned as a
consultant, sources and numbers of patients, type
of trial and author’s statement of significant
findings. The items included in Form 2 regard
description of inclusion and rejection criteria, the
eligible population not accepted for the trial,
withdrawals or dropouts, therapeutic regimens,
blinding procedures, testing procedures. Items in
Form 3 relate to the statistical significance,
posterior b estimates of observed difference for
negative trials, statistical inference, appropriate
statistical analysis, handling of withdrawals,
statistical discussion of side effects, retrospective
analysis, blinding of statistician. Items listed in
Form 4 include the dates that the study started
and stopped, results of the pre-randomization data
analysis, tabulation of endpoints and timing of
events considered in the study (such as death but
also withdrawals). Form 2 is filled out by two or
more professionally trained people with
experience in clinical trials. Forms 1, 3, and 4 are
not seen or completed by these evaluators until
after Form 2 has been filled out. Differences
among evaluators are resolved by consultation. A
score is awarded to each item on each form when
the item is applicable. The total score is then
divided by the total possible score, i.e., not
applicable item scores are not counted in the
denominator. Finally, an overall quality index for
each trial is obtained by adding up the item
scored. In creating this overall index, three aspects
of each trial were graded: 1) the design of the trial
and the trials protocol (Form 2, weight = 0.600);
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Table 1. Hypotetical examples of RCT scoring according to Jadad

Answer point Answer point
Description of randomisation YES 1 YES 1
Description of blinding YES 1 YES 1
Description of withdrawals and drop outs NO 0 NO 0
Appropriate methods of randomisation YES 1 YES 1
Appropriate methods of ensuring blindness of allocation YES 1 NO -1
Total 4 2

God quality Poor quality



2) the statistical analysis of the trial (Form 3,
weight = 0.300); and 3) the presentation of trial
results (Form 4, weight = 0.100) [2].

Both scales described how the items should be
scored when assessing the quality [2,3].

It is evident that the two scales are very different.
The scale developed by Jadad is composed of only
three items and gives weight to the quality of
reporting than to methodological quality [26].The
scale developed by Chalmers is composed of thirty-
three items grouped in four forms and gives weight
to both the quality of reporting and the
methodological quality. Compared to Jadad system,
Chalmers’scale is very long and less easy to manage
(reviewers need more time to assess quality) but
the final judgment is more precise. Even if the
scales vary in their size, complexity and level of
development, it would be useful to ascertain
whether different scales,when applied to the same
study, provide similar results. This information
could guide assessors in their choice of scale.

Quality assessment of observational studies 
Although RCTs are considered to provide the

strongest evidence regarding an intervention, in
many situations randomized controlled designs are
not feasible and only data from observational
studies are available [7].These studies may lack the
experimental element of a random allocation to an
intervention, therefore they risk being more biased
than clinical trials. Since they are based on finding
differences between the different exposure
characteristics or the outcomes between 2 groups,
selection bias could strongly affect the results.
Furthermore, patients could recall the information
on exposure better than healthy controls (recall
bias, in case-control studies), and investigators
could influence the data reported, if he sets up
questions according to his scope, affecting the
patient answers consecutively (reporting bias).

In this section we describe a quality scale used
for observational studies, developed by Angelillo et
al. [5], reviewed and re-proposed from Pavia et al.
[34] (Table 2). For each item met in the primary
article, 1 point is assigned to the study, except for
items evaluating data analysis, which were scored
as 0.5. The authors face the problem of poor
reporting and have to consider the data that is not
specifically indicated in the text as not observed.
Finally, a sensitivity analysis was performed on the
results by two subgroups, which were based on
individual scores above or below 50% of the
maximum score. Moreover, the quality scores were
included in a multivariate meta-regression analysis.

The first section, divided according to study
design, is set to avoid selection bias. The random

selection of cases and controls limits the possibility
that the wrong people enter into the study
population and limits the disparity of the
distribution of potential confounders in each group.
The same occurs when all individuals of a specific
population are included,e.g.all cases affected by the
same disease in a defined period and in the same
place (I).Item IV deals with the selection of controls,
which should ideally originate from the same
population of cases.The response rate, in particular
the number of the subjects lost to follow-up,
indicates the proportion of individuals that refuse to
participate to the study; which may be due to a
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Table 2. Quality scale used for observational studies

Case-control studies
I Cases either randomly selected or selected to

include all cases in a specific population
II Cases identified without knowledge of

exposure status
III Response rate for identified cases > 75%
IV Control drawn randomly from the same

population of cases
V No known association between control status

and exposure
VI Response rate for identified controls >75%
Cohort studies
VII Initial response rate >75%
VIII Comparison of persons who did and did not

participate
IX Follow-up rate >75%
X Comparison of who were and were not lost to

follow-up
XI Exposed or nonexposed subjects identified

without knowledge of disease status
XII No known association between nonexposed

status and disease
All studies
Misclassification bias
XIII Exposure assessment made blindly with

respect to the case-control status of subjects
XIV Exposure evaluations made in relation to the

time of diagnosis
XV Method of determining the exposure
XVI Specific disease criteria given
XVII Disease validated by histology or other gold

standard
Adjustment or matching for confounders
XVIII <list of potential confounders specific for

scope of the meta-analysis>
Data analysis
XIX Demographic data listed
XX Statistical analysis of demographic data
XXI Power calculations performed
XXII Precise P values or CIs given
XXIII Test statistic specified
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specific characteristic of the individuals, resulting in
selection bias (III, VI-X). Moreover, absence of
blindness from the investigators regarding the status
of disease/exposure of potentially eligible
individuals could influence the decision to exclude
or included an individual based on his peculiar
characteristic (II,V, XI, XII).All of these items aim to
highlight selection biases in the studies.

Items XIII-XVII, which relate to the definition of
disease or exposure status, are set to limit
information bias (misclassification). Incorrect
labelling of included individuals as exposed or not
exposed (XIII,XV) and as diseased or not diseased
(XVI,XVII) could result in underestimation of the
effect. In particular, blinding of the subjects
(unaware of scope of data collection) and of the
data collector (XIII) could limit recall and
reporting bias; lastly, the time lag between
exposure and effect has to be properly considered
in order to avoid easy cause-effect associations
and overestimation of the effect (XIV).

The XVIII item is variable according to the aim
of the meta-analysis.The meta-analysts establishes
a priori, a list of potential confounders, and 1
point has to be assigned to each of the
confounding factors considered in the study.
Finally, items XIX-XXIII concern all of the indexes
of global data quality collected during the study.

Although almost complete, not all observational
studies could be assessed by this scale.An example
could be genetic association studies, for which
other scales could be used.To this aim, Boccia and
La Torre [6] added some items to the previous
scale, specific for the genetic epidemiology field.
Since genetic analyses may be affected by
laboratory mistakes in samples of genotyping,
analysts should perform the analysis twice for a
small sample subset, in order to validate the
laboratory procedure (a). It is also suggested that
the allele frequencies should be tested to
determine if they are in Hardy-Weinberg
equilibrium, in order to both exclude a genotyping
error and a selection bias in the control group (b);
two general items are also added in this scale: (c) to
check if the controls are drawn from population
rather than from the hospital, and (d) the time and
place of individuals selection should be specified.
a. Reproducibility of laboratory tests mentioned
b.Hardy-Weinberg equilibrium assessed
c.Population-based controls
d.Place and time of the study reported

Effects of quality assessment on meta-analysis
results

The authors of the different scales clearly had
different perceptions of quality but definitions

were rarely given. Different ideas of quality
determined the development of different scales,
so it is not surprising that these scales generate
discrepant results when applied to different
studies [30].

The quality of primary studies included in meta-
analyses can influence results in unpredictable
ways,including masking or even reversing the effect
direction [32].When comparing low-quality studies
with high quality studies, some researchers found
that low-quality studies underestimated effect sizes
compared to high-quality studies. In contrast, other
researchers have documented larger effect sizes
among the low-quality studies and other researchers
found no or limited association between overall
quality scores and effect sizes [8]. Different scales
generate diverse assessments of study quality,which
may cause inconsistency in the efforts to relate
study quality to outcome. Juni et al. [30] compared
the results from 25 quality scales that were applied
to studies comparing low molecular- weight
heparin with standard heparin.For six quality scales
the relative risks were nearly identical for both
treatments in high-quality trials, whereas better
effects for low-molecular-weight heparin were
documented in low-quality trials. Seven scales
documented an opposite trend: no intervention
differences for low-molecular weight heparin were
found in low-quality trials, but high-quality trials
showed evidence of improved outcomes. For the
remaining 12 studies, no differences by study
quality were documented. The authors noted that
these discrepant results were not surprising given
the heterogeneous nature of the quality scales.

Conclusions
Well-conducted meta-analysis can guide future

research and inform practice [8]. However, as it
often happens the findings of several meta-
analysis may be contradictory. The fallibility of
meta-analysis is not surprising, considering the
various biases that may be introduced by the
processes of locating and selecting studies,
including publication bias, language bias and
citation bias. Quality assessment of the studies
offers an estimate of the likelihood that their
results will express the truth. So the emphasis on
the quality is consistent with the aim of science to
produce valid knowledge [35], even if the
assessment of the quality of the reports included
in a meta-analysis adds another layer of
complexity to the reviewing process. An
important limitation in the assessment of quality
is due to the quality of the trial’s report. A trial
designed with several biases that is well reported
could receive a high-quality score, while on the

T h e m e  P a p e r s 4 9

IJPH - Year 4, Volume 3, Number 2, 2006



other hand, a well-designed trial that is poorly
reported would receive a low-quality score.

It is clear that the assessment of the quality of
primary studies is very difficult and despite the
enormous time and energy required to develop a
scale,a lot of them have many weakness.Because of
this, it is important to create standard techniques to
develop a scale and caution is recommended in
assessing quality using scales that have not been
adequately developed. Some important elements of
scales that should be applied in general to all items
in all studies are its ease of use and the rigorously
development of the scale. Quality assessment of
trials used in meta-analysis is very important. In fact,
the safety and efficacy results of a meta-analysis are
significantly affected by the quality of the original
trials: if quality is not formally assessed then the
results may be less meaningful [11].
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